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Abstract—In this paper, the model reduction technique is ap-
plied to solve the variable coefficients diffusion equation. In the
full order model (FOM), we use Crank-Nicolson (CN) method
and local discontinuous Galerkin (LDG) method to discretize
the variable coefficients diffusion equation. To construct the
reduced order model (ROM), we use the proper orthogonal
decomposition (POD) method and the Galerkin projection to
reduce the number of unknowns in the FOM. Similar to FOM,
the LDG method still can reach the optimal convergence in
the ROM. At the same time, the ROM can provide accurate
approximate solution of the variable coefficients diffusion equa-
tion with much less computational cost. Finally, some numerical
tests are illustrated to confirm the performance of the proposed
reduction method.

Index Terms—Local discontinuous Galerkin, Crank-Nicolson
method, Variable coefficients diffusion equation, Proper orthog-
onal decomposition.

I. Introduction

IN this paper, we aim to construct a ROM of the variable
coefficients diffusion equation, which can reduce the com-

putational cost while maintaining high accuracy. The initial
boundary value problem of variable coefficient diffusion is
considered as follows

∂ty(t,x) + ∇ · (b(t,x)∇y(t,x)) = f (t,x) in T ×Ω,
y = yD on T × ∂ΩD(t),
− ∇y · n = gN on T × ∂ΩN(t),

y = y0 on {0} ×Ω,

(1)

where T = (0, tend) is a finite time interval and Ω ∈ R2 is a
polygonally bounded domain with boundary ∂Ω subdivided
into Dirichlet ∂ΩD and Neumann ∂ΩN parts. The function
yD, gN and y0 are Dirichlet boundary, Neumann boundary
and initial data, respectively. The n(x) is the outward unit
normal. Equation (1) is often applied to research the dif-
fusive transport in fluids, the unknown y(t,x) denotes the
concentration of a solute, b(t,x) is the diffusion coefficient
and f (t,x) accounts for generation or degradation of y(t,x).

In order to obtain a set of high fidelity solutions of
equation (1), we introduce the CN method and LDG method
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to obtain a FOM. In [13], Reed and Hill first time use the
DG method to solve the neutron transport equation in 1973.
Since then, the DG method has been made popular by Shu
and Colkburn to solve the first-order hyperbolic conservative
equation in [4]. The LDG method was proposed for the first
time in [5] and further developed in [1]. The LDG method
transforms the second-order equation into two first-order
equations by introducing an auxiliary flux variable. The LDG
method can handle general mesh [8] and is an ideal candidate
for designing so-called hp-adaptive solutions strategies [14].
However, under the same accuracy, the LDG method has
far more degrees of freedom than other conforming finite
elements method [11]. Therefore we introduce the model
reduction technique to reduce the computational cost.

The main idea of model reduction is to construct a low-
dimensional system that can provide accurate approximate
solutions for the original high dimensional system. This
method is required to use a low dimensional basis, which
can be optimally constructed by an approach called proper
orthogonal decomposition (POD). The POD method with the
snapshot technique was introduced by Sirovich [15]. It is
probably the most popular method for solving the POD basis
[2]. This method with the Galerkin projection has been ex-
tensively used in numerous fields, such as analytical network
modeling [16], electromagnetism [9], and flow dynamics [3],
[6]. In particular, the ROM of DG method based on the POD
method have been widely used for the partial differential
equations to reduce the computational cost. For example,
in order to solve the time-domain Maxwell equation, Li et
al. proposed the ROM of DG method based on the POD
method in [10]. The LDG method and POD method were
first proposed by Polymarklam et al. to construct a reduced
order model for solving the Burgers-poisson equation in
[12]. In this paper, we introduce the POD method and CN-
LDG method to construct the ROM for solving the variable
coefficients diffusion equation.

This paper is organized as follows. In section 2, we
propose the CN-LDG scheme to develop the FOM for
solving the variable coefficients diffusion equation. In section
3, the ROM of the CN-LDG scheme based on the POD
method is established. The numerical results in Section 4
demonstrate the effectiveness of the model reduction method
for solving two-dimensional diffusion equations with variable
coefficients. Some conclusions and future research are drawn
in Section 5.

II. Full order model
In order to obtain a set of high fidelity solutions that can be

used to construct POD basis, we first discretize the variable
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coefficients diffusion equation using CN-LDG method to
obtain the FOM.

A. Spatial semi-discrete scheme

Let Sh = {S } be a regular family of non-overlapping
partitions of Ω into K closed triangles S of characteristic
size h such that Ω = ∪S . For S ∈ Sh, let nS denote the unit
normal on ∂S exterior to S . Let εΩ denote the set of interior
edges, and ε∂Ω denote the set of boundary edges, it can be
further subdivided into Dirichlet εD and Neumann εN edges.
And ε = εΩ ∪ ε∂Ω is the set of all edges.

For an interior edge ξ ∈ εΩ shared by triangles S − and
S +, and for x ∈ ξ, we define the one-side values of a scalar
quantity v = v(x) by

v−(x) = lim
ϵ→0

v(x − ϵnS −) and v+(x) = lim
ϵ→0

v(x − ϵnS +), (2)

but for a boundary edge ξ ∈ ∂Ω, only the definition of the
left-side value is meaningful. The average and jump of v(x)
on ξ are then given by

{|v|} = v− + v+

2
and [[v]] = v−nS − + v+nS + = (v− − v+)nS − ,

(3)

respectively. To formulate a LDG scheme, we first introduce
an auxiliary variable z = −∇y(t,x) and equation (1) can be
rewritten as follows

z = −∇y in T ×Ω,
∂ty + ∇ · (bz) = f on T ×Ω,
y = yD on T ×ΩD,

z · n = gN on T ×ΩN ,

y = y0 on {0} × Ω.

(4)

Let Pp(S ) denote the space of polynomials of degree at

most p on S ∈ Sh. Therefore, the Pp(Sh) =
{
vh : Ω →

R,∀S ∈ Sh, vh|S ∈ Pp(S )
}

is the broken polynomial space on
the triangulation Sh. Incorporating the boundary conditions
and adding penalty terms for the jumps in the primary
unknowns, the semi-discrete scheme is given as follows:

For t ∈ T,∀S − ∈ Sh and ∀wh ∈
[
Pp(Sh)

]2, ∀vh ∈ PP(Sh),
we can find (zh(t), yh(t)) ∈ [Pp(Sh)

]2 × Pp(Sh) which holds∫
S −

wh · zh(t) −
∫

S −
∇ ·whyh(t) +

∫
∂S −

w−h · nS − ŷh = 0∫
S −

vh∂tyh(t) −
∫

S −
∇vh · (bhzh(t)) +

∫
∂S −

v−h ẑh =

∫
S −

vh fh,

(5)
where ŷh and ẑh are give as follows

ŷh =


{|yh(t)|} on εΩ,

yD(t) on εΩD ,

y−h (t) on εΩN ,

(6)

and

ẑh =


{|bh(t)zh(t)|} · nS − +

η

hS −
[[yh(t)]] · nS − on εΩ,

b−h (t)z−h (t) · nS − +
η

hS −
(y−h (t) + yD(t)) on εΩD ,

b−h (t)gN(t) on εΩN ,

(7)

respectively, where η > 0 is the penalty coefficient, and hS −

denotes the size of element S −. Then, we denote a standard

basis function φki : Ω → R, which is only supported on the
triangle S k ∈ Sh. The finite element space Pp(S k) is denoted
by

PP(S k) = span
{
φki
}
i∈{1,··· ,N}, for ∀k ∈ {1, · · · ,K}, (8)

where N is the number of local degrees of freedom.
Thus, the local solutions for yh and zh can be expressed

in the form of local basis:

yh(t,x)
∣∣∣
S k
=

N∑
j=1

Yk j(t)φk j(x), zh(t,x)
∣∣∣
S k
=

N∑
j=1

2∑
m=1

Zk j(t)Imφk j(x),

(9)

where Im represents the m-th unit vector in R2. We assume
that there is a uniform polynomial degree p for every triangle.

Similarly, the coefficient functions are expressed by linear
combinations of the basis functions on S k, and we use the
local representation vectors [Y0]k,: for y0

h, [B]k,: for bh and
[F]k,: for fh.

Therefore, the semi-discrete formulation (7) with wh =

[φki, 0]T or [0, φki]T and vh = φki for i ∈ 1, · · · ,N yields a
time-dependent system whose contribution from S k reads

N∑
j=1

Zm
k j(t)
∫

S k

φkiφk j −
N∑

j=1

Ym
k j(t)
∫

S k

∂xmφkiφk j

+

∫
∂S k

φk−in
m
k− ŷh = 0 (m = 1, 2),

N∑
j=1

∂tYk j(t)
∫

Tk

φkiφk j −
N∑

l=1

Bkl(t)
N∑

j=1

2∑
m=1

Zm
k j

∫
S k

∂xmφkiφklφk j

+

∫
∂S k

φk−iẑh =

N∑
l=1

Fkl(t)
∫

S k

φkiφkl,

(10)
where ŷh and ẑh are give as follows

ŷh =



1
2

( N∑
j=1

Yk− jφk− j +

N∑
j=1

Yk+ jφk+ j

)
on εΩ,

yD(t) on εΩD ,
N∑

j=1

Yk− j(t)φk− j on εΩN ,

(11)

and

ẑh =



1
2

2∑
m=1

nm
k−

( N∑
l=1

Bk−l(t)φk−l

N∑
j=1

Zm
k− jφk− j

+

N∑
l=1

Bk+l(t)φk+l

N∑
j=1

Zm
k+ jφk+ j

)

+
η

hS k−

( N∑
j=1

Yk− jφk− j −
N∑

j=1

Yk+ jφk+ j

)
on εΩ,

2∑
m=1

nm
k−

N∑
l=1

Bk−l(t)φk−l

N∑
j=1

Zm
k− jφk− j

+
η

hTk−

( N∑
j=1

Yk− jφk− j − yD(t)
)

on εΩD ,

gN(t)
N∑

l=1

Bk−l(t)φk−l on εΩN ,

(12)
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respectively, where the nS k is abbreviated by nS k = [n1
k , n

2
k].

The system (10) can be written in matrix form as 0
0

M∂tY

 +
 M 0 −H1 + Q1 + Q1

N
0 M −H2 + Q2 + Q2

N
−G1 + R1 + R1

D −G1 + R1 + R1
D η(P + PD)


Z

1

Z2

C


=

 −J1
D

J2
D

ηKD − KN + L

 ,
(13)

where the representation vectors Zm(t) (m ∈ {1, 2}) and Y(t)
are given as follows

Zm(t) =
[
Zm

11 · · · Zm
1N · · · Zm

K1 · · · Zm
KN

]T
,

Ym(t) =
[
Y11 · · · Y1N · · · YK1 · · · YKN

]T
.

The block matrices and the right-hand side vector of (13)
are described as follows:

[M](k−1)N+i,(k−1)N+ j =

∫
S k

φkiφk jdx,

[H]m
(k−1)N+i,(k−1)N+ j =

∫
S k

∂xmφkiφk jdx,

[G]m
(k−1)N+i,(k−1)N+ j =

∫
S k

∂xmφkiφklφk jdx,

L(t) = M [F11(t) · · · F1N(t) · · · · · · Fk1(t) · · · FKN(t)]T .

[Qm]r,s =


1
2

∑
ξkn∈∂Tk∩εΩ

nm
kn

∫
ξkn

φkiφk j for r = s,

1
2

nm
k−n−

∫
ξkn

φk−iφk+ j for r , s,

[Rm]r,s =



1
2

∑
ξkn∈∂Tk∩εΩ

nm
kn

N∑
l=1

Bkl(t)
∫
ξkn

φkiφklφk j for r = s,

1
2

nm
k−n−

N∑
l=1

Bkl(t)
∫
ξkn

φk−iφk+lφk+ j for r , s,

[P]r,s =


1
|ξkn|

∫
ξkn

φkiφk j for r = s,

− 1
|ξk−n− |

∫
ξk−n−

φk−iφk+ j for r , s,

[Rm
D](k−1)N+i,(k−1)N+ j =

∑
ξkn∈∂S k∩εD

nm
kn

N∑
l=1

Bkl(t)
∫
ξkn

φkiφklφk j,

[PD](k−1)N+i,(k−1)N+ j =
∑

ξkn∈∂S k∩εD

1
|ξkn|

∫
ξkn

φkiφk j,

[Qm
N](k−1)N+i,(k−1)N+ j =

∑
ξkn∈∂S k∩εN

nm
kn

∫
ξkn

φkiφk j,

[KD](k−1)N+i =
∑

ξkn∈∂S k∩εN

1
|ξkn|

∫
ξkn

φkiyD(t),

[Jm
D](k−1)N+i =

∑
ξkn∈∂S k∩εN

nm
kn

∫
ξkn

φkiyD(t),

[Rm
D](k−1)N+i,(k−1)N+ j =

∑
ξkn∈∂S k∩εN

N∑
l=1

Bkl(t)
∫
ξkn

φkiφklgN(t).

B. Full-discrete scheme
We rewrite the semi-discrete scheme (13) as

W∂tC(t) + A(t)C(t) = V(t), (14)

where W ∈ R3KN×3KN , A(t) ∈ R3KN×3KN , V(t) ∈ R3KN and
C(t) ∈ R3KN are given as follows

W =

0 0 0
0 0 0
0 0 M

 ,
A =

 M 0 −H1 + Q1 + Q1
N

0 M −H2 + Q2 + Q2
N

−G1 + R1 + R1
D −G1 + R1 + R1

D η(P + PD)

 ,
C(t) =

Z
1(t)

Z2(t)
Y(t)

 , V(t) =

 −J1
D(t)

−J2
D(t)

ηKD(t) − KN(t) + L(t)

 ,
respectively. Then, we use the second-order Crank-Nicholson
method to discretize the system (13) in time. Let 0 = t1 <
· · · < tNt = tend be not a necessary uniform partition of the
time interval T and let △tn = tn+1 − tn represent the time
step size. So the CN-LDG full-discrete scheme is given as
follows

W
Cn+1 +Cn

2
=

Vn+1 + Vn

2
− An+1Cn+1 + AnCn

2
, (15)

where we abbreviate the An = A(tn), Cn = C(tn) and Vn =

V(tn).

III. The reduced order model

The main idea of the reduced order CN-LDG method
is the assumption that all solutions exist a low dimension
manifold [10]. Thus, every numerical solution of FOM can
be approximated as linear combination of a reduced number
of global basis functions. In this paper, we introduce the POD
method to construct a set of global POD basis functions and
use it to generate the reduced order model of CN-LDG full-
discrete scheme.

A. The construction of POD basis

First, we uniform extract the l provisional solutions{
Cni
}l
ni=0 (0 ≤ n1 ≤ · · · ≤ l ≪ Nt) of the CN-LDG

scheme (15) as the snapshot vectors. It is worth noting that
we only calculate the first l time steps of the CN-LDG
scheme to generate snapshots in the numerical experiments.
Furthermore, we obtain 3KN × l snapshots matrix Au

Au =


Cn1

1 Cn2
1 · · · Cl

1
Cn1

2 Cn2
2 · · · Cl

2
...

...
. . .

...
Cn1

3KN Cn2
3KN · · · Cl

3KN

 , (16)

where each column of snapshots matrix Au is a snapshot
vector. The singular value decomposition of the matrix Au

can be expressed as follows

Au = Lu

[
S u

ru×Ru
0ru×l−rU

0(N−ru)×ru 0(N−ru)×(l−ru)

]
RT

u , (17)

where Lu and Ru are 3KN × 3KN and l× l unitary matrices,
ru is the rank of Au, and S u

ru×ru
= diag(σu,1, σu,2, · · · , σu,ru )

with σu,1 ≥ σu,2 ≥ · · · ≥ σu,ru ≥ 0 is the singular
values of Au, where Lu = (ψu,1, ψu,2, · · · , ψu,3KN) and Ru =

(ϕu,1, ϕu,2, · · · , ϕu,l). The POD basis of dimension du (du ≤ ru)
is given by the set

{
ψu,i
}du
i=1.

However, in practice, N may be extremely large, and it
may not be possible to calculate the POD basis by SVD in
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matlab. In this case, we consider another efficient way to
calculate the POD basis. From the SVD of the matrix Au,
we have

Auϕu,i = σu,iψu,i, (18)

AT
uψu,i = σu,iϕu,i. (19)

Talking (18) and (19) together, equations (20) and (21) are
given as follows

AT
u Auϕu,i = σu,iAT

uψu,i = σ
2
u,iϕu,i, (20)

AuAT
uψu,i = σu,iAuϕu,i = σ

2
u,iψu,i, (21)

where i = 1, 2, · · · , ru. According to (18)-(21), the POD
basis functions can be obtained from the eigensystem of the
correlation matrix Cu = AT

u Au is given.
Proposition 3.1: Let λu,1 ≥ λu,2 ≥ λu,ru ≥ 0 represent

the positive eigenvalues of the correlation matrix Cu and
ϕu,1, ϕu,2, · · · , ϕu,ru denote the corresponding eigenvectors.
Then, the POD basis are given as follows

ψu,i =
1√
λu,i

Auϕu,i (i = 1, · · · , du), (22)

and the error bound is
l∑

i=1

∥∥∥Cni −
du∑
j=1

(Cni , ψu, j)ψu, j

∥∥∥2 = ru∑
j=du+1

λu, j. (23)

Remark 3.2: The selection of the dimension du of the
POD basis is not obvious. We hope the POD error bound
to be less than some prescribed tolerance ρ. That is

l∑
i=1

∥∥∥Cni −
du∑
j=1

(Cni , ψu, j)ψu, j

∥∥∥2 ≤ ρ. (24)

Thus, du is selected to be the smallest integer such that

I(du) =

∑du
j=1 λu, j∑ru
j=1 λu, j

≥ 1 − ρ. (25)

B. The reduced order model of CN-LDG scheme

The construction of the reduced order CN-LDG method
is based on the application of the Galerkin projection on
the broken polynomial space Pp(Sh) and the POD basis
space Vrb =

{
ψ1, ψ2, · · · , ψdu

}
. To describe the reduced order

modeling process, we first introduce the Lemma 3.3.
Lemma 3.3: For the full rank matrix A ∈ Rm×n and vector

b ∈ Rn, the projection coefficient x and projection matrix X
of vector b on matrix A are given as follows x = (AT A)−1AT b,

X = A(AT A)−1AT .
(26)

In the process of reduced order modeling, the reduced
order solution Cr can be understood as the project of the
high fidelity solution C on the POD basis space Vrb ={
ψ1, ψ2, · · · , ψdu

}
. Based on Lemma 3.3, the numerical so-

lution of ROM Cr and the project coefficient (reduced order
coefficient) αr are given as folows

Cr = Ψr(ΨT
r Ψr)−1ΨT

r C = ΨrΨ
T
r C, (27)

αr = (ΨT
r Ψr)−1ΨT

r C = ΨT
r C, (28)

TABLE I: The mesh sizes, discretization errors measured
in L2 and convergence orders for the LDG-P1 and LDG-P2
method.

LDG-P1 LDG-P2

Mesh sizes L2-error order L2-error order
0.5 1.23409e-1 - 4.13189e-2 -

0.25 3.44091e-2 1.84 7.03809e-3 2.55
0.125 8.9241e-3 1.94 8.62874e-4 3.02
0.0625 2.2492e-3 1.98 1.07557e-4 3.01

where each column of the matrix Ψr = [ψ1, ψ2, · · · , ψdu ] is
made up of a POD basis. So we have

C(t) = Ψrαr(t). (29)

By substituting the above formula (29) into the spatial semi-
discrete scheme (14), the residual vector ResC(t) can be
obtained

ResC(t) = WΨr∂tαr(t) + A(t)Ψrαr(t) − V(t). (30)

Then, using the Garlekin projection method, the following
identity can be obtained

ΨT
r ResC(t) = ΨT

r WΨr∂tαr(t) + ΨT
R A(t)Ψrαr(t) − ΨT

r V(t) ≡ 0.
(31)

So we get the global semi-discrete scheme of the ROM

ΨT
r WΨr∂tαr(t) = ΨT

r V(t) − ΨT
r A(t)Ψrαr(t). (32)

For the above equation (32), CN method is also used for
time discretization, and the global fully discretizd ROM is
given as follows

ΨT
r WΨr

αn+1
r + αn

r

2
=
ΨT

r Vn+1 + ΨT
r Vn

2

− Ψ
T
r An+1Ψrα

n+1
r + ΨT

r AnΨrα
n
r

2
.

(33)

IV. Numerical experiments

In this section, we get some numerical results to certify the
proposed CN-LDG-POD method. We consider the variable
coefficients initial and boundary value diffusion problem (1)
in a square domain Ω =

{
(x1, x2) ∈ [0, 1] × [0, 1]

}
with

Neumann boundary in x2 = 0, 1 and Dirichlet boundaries
elsewhere. The exact solution is given as follows y(t,x) = exp(−t) cos(7x1) sin(7x2),

b(t,x) = t exp(x1 + x2),
(34)

where the finite time interval is t ∈ [0, π]. The data yD,
gN and f are derived algebraically by inserting y and b into
(1). Firstly, we examine the convergence of LDG method
and LDG-POD method. For the given time step △t satisfying
the CFL type criterion, the convergence of the LDG method
with the space of polynomial Pp(Sh) (p = 1, 2) is given
in Table I. From the numerical results, the LDG method
can reach the optimal convergence order for solving the
variable coefficients diffusion equation. At same time, the
convergence of the LDG-POD method with the space of
polynomial Pp(Sh) (p = 1, 2) for solving the ROM is given
in Table II. It still can reach the optimal convergence.

Then, In order to better reflect the superiority of the ROM
in solving the variable coefficient diffusion equation, the
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TABLE II: The mesh sizes, discretization errors measured in
L2 and convergence orders for the LDG-POD-P1 and LDG-
POD-P2 method.

LDG-POD-P1 LDG-POD-P2

Mesh sizes L2-error order L2-error order
0.5 1.23408e-1 - 4.13197e-2 -
0.25 3.44090e-2 1.84 7.03783e-3 2.54
0.125 8.92395e-3 1.94 8.62839e-4 3.01

0.0625 2.24896e-3 1.98 1.14514e-4 2.91

detailed computational performance is given in Table III.
Here, we take the dimension of reduced order basis functions
du = 4. It should be noted that the L2-error in the table is the
relative error, which is the L2-error between the numerical
solutions of the CN-LDG and CN-LDG-POD methods. In
the FOM, the CPU time is composed of T f c and T f s, where
T f c represents the time taken to build the global system, and
T f s is the time taken to solve the CN-LDG fully discrete
scheme. However, the CPU time is divided into Trc, Trs and
TPOD in the ROM, where Trc = T f c, Trs represents the time
taken to solving the CN-LDG-POD fully discrete scheme
(32), and TPOD is the time taken to build the POD basis. We
define Trate as follows

Trate =
T f s

Trs + TPOD
, (35)

it is the computational time saving rate of the ROM. We can
see from the Table III, where NFOM

do f and NROM
do f represent

the degrees of freedom of FOM and ROM, respectively.
Obviously, from the Table III, the CN-LDG-POD method can
effectively decrease the computational time, while maintain
the high precision of the original algorithm.

TABLE III: Comparisons between the FOM and ROM in
terms of CPU time and L2-error.

FOM ROM
Pi T f c(=Trc) NFOM

do f T f s NROM
do f Trs TPOD Trate ||Er||L2

1 399.7 18432 74.86 4 12.57 8.04 27.54% 7.11818e-6
2 547.6 36864 286.8 7 44.46 21.47 22.29% 3.02127e-6

V. Conclusion and outlook

In this paper, we present a model reduction method based
on POD method for the diffusion equation with variable coef-
ficients. We use the CN-LDG method to construct the FOM.
The POD method and Galerkin projection method are used to
construct the ROM of CN-LDG method. Compared with the
FOM, the degree of freedom of the ROM is greatly reduced,
so it can effectively reduce the computational cost. At the
same time, the ROM can maintain the numerical accuracy
of the FOM. We give some numerical results to prove the
effectiveness of the proposed order reduction method. Next,
we consider apply the presented model reduction method to
solve more complex models, such as fluid-fluid coupling,
ferrofluid and porous media models.
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