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Abstract—This paper focuses on addressing the leaderless
consensus problem in general nonlinear multi-agent systems
(MAS) with bounded disturbances and directed topology. Neu-
ral networks are utilized for estimating unknown nonlinear
functions. By designing an adaptive observer, under the pres-
ence of bounded disturbances and unknown nonlinearities,
a fully distributed leaderless consensus protocol is presented
to make the closed-loop systems achieve consensus. By using
sigmoid basis functions for disturbance compensation, the
sensitivity of the controller to disturbances can be reduced,
enabling the system to work more stably and robustly in
the presence of bounded disturbances. Finally, the results are
verified through a numerical example.

Index Terms—nonlinear systems, leaderless consensus,
bounded disturbances, fully distributed consensus.

I. INTRODUCTION

In recent decades, the problem of achieving consensus in
multi-agent systems (MAS) has gained significant attention
as a prominent research problem with wide practical applica-
tions. Research on MAS-related consensus is beneficial for
people to perceive utility in various domains, including robot
cooperation [1], satellite synchronization [2], multi-UAV co-
operation [3], key-management scheme [4], and many others.
The issue of consensus is central to MAS. When dealing with
consensus problems, designing an adaptive protocol that uses
local information effectively presented a challenging task,
which needs to use various state information of multi-agent
systems and design various intelligence through local infor-
mation interaction to achieve consensus agreement, rather
than relying on a centralized control structure.

Reaching consensus in MAS has been a widely researched
topic, focusing on the collective behaviors that emerge in
such systems [5], [6]. Consensus refers to the situation where
multi-agents strive to reach consensus or alignment on a
shared objective or task. To this end, we need to know the
state of each agent and design an appropriate control strategy.
The goal of solving the consensus problem is to enable all
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nodes to reach consensus on a particular value, sequence,
or decision to maintain the consistency and reliability of the
system. One calls without leadership consensus [5], [7], and
the other is leadership to achieve consensus [8], [9], [10],
[11]. The reference [12], [13] considered a leader in changing
the topology of the consensus problem. The reference [14]
suggested a holistic approach to solving the consensus prob-
lem in linear MAS. The reference [15] addressed the problem
of cooperative tracking of networked systems with identical
linear systems and also introduced the duality of cooperative
controller design and cooperative observer design on inverse
graphs. The reference [16] focused on the stability analysis
of cluster synchronization manifold in networks consisting
of diffusively coupled nonlinear systems with the directed
topology. The reference [17] investigated the cluster syn-
chronization problem in coupled nonlinear systems networks
with the directed topology and competitive relationships. The
reference [18] designed two distributed controllers with static
and adaptive coupling gains, respectively, under which the
follower’s state will be close to that of the leader. The authors
in [19], [20] examined the issue of output consensus in linear
MAS that exhibits heterogeneity.

In practice, all physical systems exhibit intrinsic nonlinear-
ity, such as robotic systems, aircraft systems, and induction
motor systems [21]. The consensus problem of nonlinear
MAS has not been extensively explored in the existing
literature. In [22], it mainly addresses the synchronization
problem of leaderless and leader-follower clusters in directed
topologically interconnected nonlinear systems. [23] centered
around the leaderless cluster agreement (CC) dilemma in
second-order multi-agent frameworks (MAS) with inherent
nonlinearity under the directed topology. [24] discussed a
multi-agent system with second-order nonlinear dynamics to
achieve consistency in the design. A continuous and robust
consensus tracking scheme has been proposed for a MAS
with an integrator [25], which takes into account disturbances
and dynamics that are not explicitly modeled. Through
the adaptive coupling gain, robust adaptive protocols were
suggested in [18] to ensure that the consensus tracking
error is ultimately bounded when the disturbances satisfy
certain conditions. The result was then extended in [26] to
address the problem consensus tracking problem for MAS,
which has directed communication graphs and non-matching
perturbations. To achieve consensus tracking while ensuring
interference rejection performance.

We further study that the nonlinear multi-agent system
does not include consensus problem leaders, the system con-
tains a spanning tree of the general digraph. Innovative adap-
tive protocols are introduced and demonstrated to achieve
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leaderless consensus. We propose a novel fully distributed
adaptive protocol that relies solely on the state information
of each agent and its neighboring agents. The robust adaptive
consensus protocols presented in this paper apply to sce-
narios where the disturbances are generally bounded. The
contribution of this paper is mainly in two aspects. First,
a fully distributed adaptive protocol is developed for the
directed topology that contains a spanning tree to solve the
problem of leaderless consensus. Second, neural networks are
used to estimate and counteract nonlinearity for each agent
subject to limited disturbances.

The remainder of this paper is organized as follows. Sec-
tion II describes the fundamentals and the problem statement.
In Section III, a fully distributed state observer is designed,
and the issue of consensus with bounded disturbances is
studied. Section IV uses a numerical simulation to prove the
theory. Section V summarizes the paper by summarizing the
key contributions.

II. PRELIMINARIES

A. Graph theory

A complex network of N nodes can be described by a
graph G. The set of nodes V is the edges from node j to
node i and A is the adjacency matrix. Assume that aij = 0
holds for any I ∈ V . Let L be the Laplacian matrix of the
graph G

The graph of L is called an undirected graph, otherwise,
it is called a directed graph. If a sequence of directed edges
can be found such that a directed path exists from node j
and node i(i 6= j), it is called a directed path. Node j to
node i(i 6= j) are the start node and end node respectively.
A graph is considered a directed spanning tree if there is a
directed path between at least one node (the root node) and
all other nodes. When each node can be considered as the
root node, the graph is called a strongly connected graph
[27], [28]. Graph G corresponding to matrix A can also be
denoted by G. Graph G can also be denoted by G.

Assumption 1. There is a directed spanning tree in the
directed topology graph.

Lemma 1. [29] Assuming that the Assumption 1 holds, the
graph G can be decomposed into two parts V1 are indexed as
1, · · · , k, and V2 are indexed as k + 1, · · · , N, 1 ≤ k ≤ N ,
where V1 node set is and V2 node set is. Then, Laplacian

can decompose the form as Ls =

[
Ls1 0
Ls3 Ls2

]
, where Ls1 ∈

Rk×k is strongly connected subgraph, Ls2 ∈ RN−k×N−k in
the following lemma is introduced [30], [28].

Lemma 2. [31], [32] Under Assumption 1, Ls2 in Lemma
1 is a nonsingular M-matrix.

Lemma 3. [33] For a strongly connected graph G1 with
Laplacian matrix Ls1, the matrix L̂s1 = ΞrLs1+LTs1Ξr rep-
resents a weighted symmetric Laplacian matrix of an undi-
rected connected graph, where Ξr = diag(r1, · · · , rk) > 0
with r = [r1, · · · , rk] being the left zero unit eigenvector
of Ls1. Moreover, minzT x=0x

T L̂s1x ≥ λ2(L̂s1)
k xTx, where

λ2(L̂s1) represents the minimum non-zero eigenvalue of
λ2(L̂s1) and z is a vector consisting of entirely positive
elements.

Lemma 4. [34] For the non-singular M-matrix Ls2, there
exists a diagonal positive definite matrix G > 0 such that
Ls0 = GLs2 + LTs2G > 0.

B. Model description

In this subsection, taking into account a collection of
N agents with unknown heterogeneous nonlinear dynamic,
suppose that every agent is subjected to the subsequent
general nonlinear dynamic:

ẋi(t) = Axi(t) +B[ui(t) + f(xi(t)) + di(t)], (1)

where xi(t) ∈ Rn is the state of the agent and ui ∈ Rm is
the control input to the system. A ∈ Rn×n, B ∈ Rn×m are
constant matrices, fi : Rn −→ Rm and di(t) ∈ Rm represent
the heterogeneous smooth nonlinearity and the disturbance
suffered by the ith agent, respectively. Consider the tracking
issue of a cluster of N agents, where the disturbance di(t)
is bounded.

Assumption 2. Each agent by bounded disturbances.

‖di(t)‖∞ ≤ ωi, i = 1, 2, · · · , N, (2)

where ωi > 0 represents finite yet unidentified constants.

The undetermined nonlinearity can be expressed as follows

fi(xi) = WT
i φi(xi) + εi, (3)

where Wi ∈ Rs×m denotes a fixed real matrix that signifies
the ideal weight matrix of the neural network, φi() : Rn −→
Rs is a known activation function, and εi denotes the residual
error of the neural network approximation, characterized as
a bounded vector of approximation errors that satisfies the
inequality ‖εi‖∞ ≤ ε̄i. Usually, as ε̄i is not ascertainable, we
shall exclude it from the subsequent controller design. Let
us assume that φi() is bounded on closed and bounded sets.

Assumption 3. The matrices (A,B) are controllable.

Lemma 5. [26] Assuming that Assumption 3 holds, there
exists a positive definite matrix Q satisfying the following
inequality AQ+QAT − 2BBT < 0.

III. MAIN RESULTS

In this section, the purpose of this section is to achieve
consensus among multi-agent systems under static commu-
nication graphs, with the aim of limt→∞(xi(t) − xj(t)) =
0,∀i, j with random starting values xi(0). Let ξi =∑N
j=1 aij(vi− vj) represents the agreement of the deviation

for each agent. Consequently, the consensus is achieved
exclusively when ξi approaches zero. We design an internal
state observer (4) where vi is the internal state and ηi is the
adaptive control gain, one has

v̇i = Avi +B(ηi + ξTi Pξi)Kξi,

η̇i = ξTi PBB
TPξi.

(4)

By utilizing the adaptive amplification factor to approx-
imate this shared constant amplification factor, fully dis-
tributed adaptive protocols were suggested by introducing
an additional additive factor to address the asymmetrical
Laplacian matrix [9].
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For every individual agent, devise the controller in the
following manner:

ui = (ηi + ξTi Pξi)Kξi +Kx̃i − ŴT
i φi(xi)− γisgn(Kx̃i),

(5)
where Ŵi serves as an estimate of Wi and is employed to
compensate for the nonlinearity in fi(xi, t), where K =
−BTP with P = Q−1 > 0. The adaptive control gain
ηi is introduced to estimate the global eigenvalue informa-
tion of the Laplacian matrix. Its purpose is to adjust and
adapt to changes in the Laplacian matrix’s eigenvalues. Let
x̃i(t) = xi(t)− vi(t) represents the observer error, and γi is
an adaptive gain designed in the following manner,

γ̇i = ‖Kx̃i(t)‖1 . (6)

Moreover, Ŵi is devised as

˙̂
Wi = miφi(xi)x̃

T
i PB −mici(Ŵi − W̄i),

˙̄Wi = nici(Ŵi − W̄i),
(7)

where mi, ni, and ci are positive factors.
Noticing (1-5), one acquires the dynamics of x̃i(t):

˙̃xi = Ax̃i +B[W̃T
i φi(xi) + d̄i +Kx̃i − γisgn(Kx̃i)],

(8)
where W̃i = Wi − Ŵi and d̄i = di + εi. Then it follows∥∥di∥∥∞ ≤ ωi + ε̄i.

We will demonstrate the achievement of consensus with
G, which includes a directed spanning tree, as follows.

Let ṽ1 = [vT1 , · · · , vTk ]
T
, ṽ2 = [vTk+1, · · · , vTN ]

T , and v =

[v̄T1 , v̄
T
2 ]
T and ξ̄1 = [ξT1 , · · · , ξTk ]

T
, ξ̄2 = [ξTk+1, · · · , ξTN ]

T

and ξ = [ξ̄T1 , ξ̄
T
2 ]
T . It is evident that

ξ̄1 = (Ls1 ⊗ In)ṽ1,

ξ̄2 = (Ls2 ⊗ In)ṽ2 + (Ls3 ⊗ In)ṽ1.
(9)

The dynamics of the closed-loop systems of ξ̄1 and ξ̄2 are
depicted as follows:

˙̄ξ1 =[IN ⊗A+ Ls1(H1 + ρ̄1)⊗BK]ξ̄1,

˙̄ξ2 =[IN ⊗A+ Ls2(H2 + ρ̄2)⊗BK]ξ̄2

+ [Ls3(H1 + ρ̄1)⊗BK]ξ̄1,

η̇i =ξT iPBB
TPξi.

(10)

Let H1 = diag(η1, · · · , ηk), H2 = diag(ηk+1, · · · , ηN ),
ρi = ξTi Pξi, i = 1, · · · , N, ρ̄1 = diag(ρ1, · · · , ρk) and
ρ̄2 = diag(ρk+1, · · · , ρN ).

Theorem 1. Assuming that Assumptions 1-3 are met, the
consensus of the nonlinear MAS (1) can be attained by
employing the controller (5).

Proof: Consider the following Lyapunov function:

V = αV1 + V2 + V3, (11)

with

V1 =
k∑
i=1

Ξr
2

[(2ηi + ρi)ρi + (ηi − β1)2],

V2 =
N∑

i=k+1

Ξg
2

[(2ηi + ρi)ρi + (ηi − β2)2],

V3 =x̃Ti Px̃i +
1

mi
tr(W̃T

i W̃i)

+
1

ni
tr(W̆T

i W̆i) + (γi − γ)2,

(12)

where α, β1 and β2 are positive constants, Ξr and Ξg is
determined by the left zero unit eigenvector of Ls1 and Ls2,
respectively. Let W̆i = Wi − W̄i, where γ is a parameter to
be determined. Differentiating V with respect to the relevant
variables, one gets

V̇ = αV̇1 + V̇2 + V̇3, (13)

where

V̇1 =
k∑
i=1

Ξr[(ηi + ρi)ρ̇i + (ηi + ρi − β1)η̇i],

=2ξ̄T1 [(H1 + ρ̄1)R⊗ P ] ˙̄ξ1

+
k∑
i=1

Ξr(ηi + ρi − β1)ξTi PBB
TPξi,

=ξ̄T1 [(H1 + ρ̄1)R⊗ (PA+ATP )]ξ̄1

− ξ̄T1 [(H1 + ρ̄1)L̂s1(H1 + ρ̄1)⊗ PBBTP ]ξ̄1

+ ξ̄T1 [(H1 + ρ̄1 − β1Ik)R⊗ PBBTP ]ξ̄1,

(14)

and

V̇2 =
N∑

i=k+1

Ξg[(ηi + ρi)ρ̇i + (ηi + ρi − β2)η̇i],

=2ξ̄T2 [(H2 + ρ̄2)G⊗ P ] ˙̄ξ2

+
N∑

i=k+1

Ξg(ηi + ρi − β2)ξTi PBB
TPξi,

=ξ̄T2 [(H2 + ρ̄2)R⊗ (PA+ATP )]ξ̄2

− ξ̄T2 [(H2 + ρ̄2)Ls0(H2 + ρ̄2)⊗ PBBTP ]ξ̄2

− 2ξ̄T2 [(H2 + ρ̄2)GLs3(H1 + ρ̄1)⊗ PBBTP ]ξ̄1

+ ξ̄T2 [(H2 + ρ̄2 − β2IN−k)G⊗ PBBTP ]ξ̄2.
(15)

Define ψ = [(H1 + ρ̄1)−1 ⊗ In](ΞTr ⊗ 1n), which has all
positive elements. We have

ψT [(H1 + ρ̄1)⊗BTP ]ξ̄1 = (Ξr ⊗ 1Tn )(Ik ⊗BTP )ξ̄1

= (ΞrLs1 ⊗ 1Tn )(Ik ⊗BTP )ṽ1 = 0.
(16)

Based on the insights provided by Lemma 2, we can derive

ξ̄T1 [(H1 + ρ̄1)L̂s1(H1 + ρ̄1)⊗ PBBTP ]ξ̄1

≤ −λ2(L̂s1)

k
ξ̄T1 [(H1 + ρ̄1)2 ⊗ PBBTP ]ξ̄1.

(17)

Denote λ0 as the smallest eigenvalue of Ls0. Then we
have

ξ̄T2 [(H2 + ρ̄2)Ls0(H2 + ρ̄2)⊗ PBBTP ]ξ̄2

≤ −λ0ξ̄T2 [(H2 + ρ̄2)2 ⊗ PBBTP ]ξ̄2.
(18)
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Through Young’s Inequality, we can get

2ξ̄T2 [(H2 + ρ̄2)GLs3(H1 + ρ̄1)⊗ PBBTP ]ξ̄1

≤λ0
2
ξ̄T2 [(H2 + ρ̄2)2 ⊗ PBBTP ]ξ̄2

+
2σ2

max(GLs3)

λ0
ξ̄T1 [(H1 + ρ̄1)2 ⊗ PBBTP ]ξ̄1.

(19)

Substituting (14)-(19) into (13), define αV̇1 + V̇2 = ˙̄V and
choose α = λ2(L̂s1)

k (α1 +
2σ2

max(GLs3)
λ0

) yields

˙̄V ≤αξ̄T1 (H1 + ρ̄1)R⊗ (PA+ATP + PBBTP )ξ̄1

− ξ̄T1 [(α1(H1 + ρ̄1)2 + αβ1R)⊗ PBBTP ]ξ̄1

+ ξ̄T2 [(H2 + ρ̄2)G⊗ (PA+ATP + PBBTP )]ξ̄2

− ξ̄T2 [(
λ0
2

(H2 + ρ̄2)2 − β2G)⊗ PBBTP ]ξ̄2.

(20)
By choosing β1 ≥ 9αλmax(R)

4α1
and in light of Young’s

Inequality, we have

− ξ̄T1 [(α1(H1 + ρ̄1)2 + αβ1R)⊗ PBBTP ]ξ̄1

≤− 3αξ̄T1 [(H1 + ρ̄1)R⊗ PBBTP ]ξ̄1.
(21)

Similarly, we can derive

− ξ̄T2 [(
λ0
2

(H2 + ρ̄2)2 − β2G)⊗ PBBTP ]ξ̄2

≤− 3ξ̄T2 [(H2 + ρ̄2)G⊗ PBBTP ]ξ̄2,
(22)

where β2 ≥ 9λmax(G)
4λ0

. Then, we can derive that

αV̇1 + V̇2 ≤− αξ̄T1 [(H1 + ρ̄1)R⊗M ]ξ̄1

− 3ξ̄T2 [(H2 + ρ̄2)G⊗M ]ξ̄2

≤0,

(23)

where M = −(PA+ATP−2PBBTP ) is a positive definite
matrix.

V̇3 =2x̃Ti P{Ax̃i +B[W̃T
i φi(xi) + d̄i +Kx̃i

− γi(t)sgn(Kx̃i)]} −
2

mi
tr(W̃T

i
˙̂
Wi)

− 2

ni
tr(W̆T

i
˙̄Wi) + 2(γi − γ)γ̇i.

(24)

On the one hand,

1

mi
tr(W̃T

i
˙̂
Wi) = tr(W̃T

i φi(xi)x̃
T
i PB − ciW̃T

i (Ŵi − W̄i))

= x̃Ti PBW̃
T
i φi(xi)− citr(W̃T

i (Ŵi − W̄i)).
(25)

On the other hand,

1

ni
tr(W̆T

i
˙̄Wi) = citr(W̆

T
i (Ŵi − W̄i)). (26)

It follows that

V̇3 =x̃Ti (PA+ATP − 2PBBTP )x̃i + 2x̃Ti PBd̄i

− 2γ ‖Kx̃i(t)‖1
− 2citr((Ŵi − W̄i)

T (Ŵi − W̄i))

≤− ‖x̃i‖2 + 2(ωi + ε̄i − γ) ‖Kx̃i(t)‖1 ,

(27)

where x̃Ti PBsgn(Kx̃i) = ‖Kx̃i(t)‖1 and W̃i − W̆i =
−Ŵi + W̄i are employed in the first equation. Choose
γ > ωi + ε̄i, we have V̇3 < 0.

Thus, we can derive that

V̇ ≤− αξ̄T1 [(H1 + ρ̄1)R⊗M ]ξ̄1 − 3ξ̄T2 [(H2 + ρ̄2)G⊗M ]

ξ̄2 − ‖x̃i‖2 + 2(ωi + ε̄i − γ) ‖Kx̃i(t)‖1
≤0.

(28)
Therefore, V is bounded, by invoking (10), ξ̄1, ξ̄2, ηi, x̃i, γi

and W̃i are bounded, then x̃Ti ˙̃xi is constrained by observing
(8). Following Barbalat’s Lemma, one has x̃i → 0, as t →
∞. The consensus problem is solved.

IV. NUMERICAL SIMULATION

This section demonstrates a numerical simulation to il-
lustrate the implementation of the controller (5). In this
case, we consider that the followers are subject to bounded
disturbances and possess general nonlinear dynamics:

fi(xi) = xi2 · cos(xi3) + xi1 · cos(xi2),

di(t) = 2 cos(1 + xi2) + sin(xi1 + xi3).
(29)

The multi-agent systems (MAS) comprises six agents, and
the system matrices are represented as follows:

A =

−2.5 8 0
1 −1 1
0 −20 0

 , B =

0
0
1

 .
According to Lemma 1, the positive definite solution of the
Linear Matrix Inequality (LMI) is selected as

P = Q−1 =

10.2796 7.3095 4.2746
7.3095 62.2456 7.7236
4.7245 7.7236 4.2584

 .
It follows that

K = −BTP = [−4.7245 − 7.7236 − 4.2584].

The sigmoid basis function σ(z) = (1 + e−z)−1 is utilized,
and the neural network weights Ŵi are initialized to zero.
Additionally, the parameters in (7) are selected as follows:
mi = 1000, ci = 0.1, ni = 20.

Example 1. In this example, the directed communication
topology graph is illustrated in Fig. 1 and contains a
directed spanning tree. It consists of six agents indexed as
i = 1, · · · , 6, which is not a leader-follower graph (yellow
nodes represent strongly connected parts, and blue nodes
represent the remaining nodes). Fig. 2- 4 consensus of state
xi for all i = 1, · · · , 6 for six agents. The adaptive gain γi
becomes stable after a certain value, as shown in Fig. 5.
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1
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Fig. 1. The graph consists of a directed spanning tree with six agents
indexed as i = 1, · · · , 6, which is not a leader-follower graph.
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Fig. 2. The consensus of the state xi1 is achieved for all i = 1, · · · , 6
among the six agents.
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Fig. 3. The consensus of the state xi2 is achieved for all i = 1, · · · , 6
among the six agents.
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Fig. 4. The consensus of the state xi3 is achieved for all i = 1, · · · , 6
among the six agents.
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Fig. 5. The adaptive gain γi, i = 1, · · · , 6 under the controller (5).

Example 2. This example-directed communication topology
is composed of eight agents indexed as i = 1, · · · , 8 as shown
in Fig. 6. This configuration satisfies Assumption 1 and
can be partitioned into two strongly connected components,
with nodes 1, 2, 3, and 4 acting as the roots(yellow nodes
represent strongly connected parts and blue nodes represent
the remaining nodes). Fig. 7- 9 achieve consensus of state
xi for all i = 1, · · · , 8 for six agents. The adaptive gain γi
becomes stable after a certain value, as shown in Fig. 10.

1

2

3

4

5

6

7

8

Fig. 6. The graph consists of a directed spanning tree with eight agents
indexed as i = 1, · · · , 8, which is not a leader-follower graph.
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Fig. 7. The consensus of the state xi1 is achieved for all i = 1, · · · , 8
among the six agents.
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Fig. 8. The consensus of the state xi2 is achieved for all i = 1, · · · , 8
among the six agents.
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Fig. 9. The consensus of the state xi3 is achieved for all i = 1, · · · , 8
among the six agents.
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Fig. 10. The adaptive gain γi, i = 1, · · · , 8 under the controller (5).

V. CONCLUSION

The main objective of this paper is to address the challenge
of achieving leaderless consensus in general nonlinear multi-
agent systems (MAS) with directed topology and bounded
disturbances. To estimate unknown nonlinearities, the ap-
proach of neural network allocation approach is employed.
An adaptive observer is developed to facilitate consensus
among closed-loop systems. This fully distributed leaderless
consensus protocol allows systems to reach mutual agree-
ment and converge towards a consensus state. The design
process incorporates adaptive σ-modification schemes, which
result in reduced control gains and require a smaller ampli-
tude for the control input, to ensure consensus convergence.
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gains design for consensus in multi-agent systems with second-order
nonlinear dynamics,” Automatica, vol. 49, no. 7, pp. 2107–2115, 2013.

[25] G. Hu, “Robust consensus tracking for an integrator-type multi-agent
system with disturbances and unmodelled dynamics,” International
Journal of Control, vol. 84, no. 1, pp. 1–8, 2011.

[26] Y. Lv, Z. Li, Z. Duan, and G. Feng, “Novel distributed robust adaptive
consensus protocols for linear multi-agent systems with directed
graphs and external disturbances,” International Journal of Control,
vol. 90, no. 2, pp. 137–147, 2015.

[27] C. W. Wu, “Synchronization in networks of nonlinear dynamical
systems coupled via a directed graph,” Nonlinearity, vol. 18, no. 3,
p. 1057, 2005.

[28] W. Yu, G. Chen, and M. Cao, “Consensus in directed networks of
agents with nonlinear dynamics,” IEEE Transactions on Automatic
Control, vol. 56, no. 6, pp. 1436–1441, 2011.

[29] L. Wang and F. Xiao, “A new approach to consensus problems in
discrete-time multiagent systems with time-delays,” Science in China
Series F: Information Sciences, vol. 50, no. 4, pp. 625–635, 2007.

[30] C. W. Wu, Synchronization in complex networks of nonlinear dynam-
ical systems. World Scientific, 2007.

[31] W. Ren and R. W. Beard, “Consensus seeking in multiagent systems
under dynamically changing interaction topologies,” IEEE Transac-
tions on Automatic Control, vol. 50, no. 5, pp. 655–661, 2005.

[32] Y. Cao, W. Ren, and M. Egerstedt, “Distributed containment control
with multiple stationary or dynamic leaders in fixed and switching
directed networks,” Automatica, vol. 48, no. 8, pp. 1586–1597, 2012.

[33] Y. Lv, Z. Li, Z. Duan, and G. Feng, “Novel distributed robust adaptive
consensus protocols for linear multi-agent systems with directed
graphs and external disturbances,” International Journal of Control,
vol. 90, no. 2, pp. 137–147, 2017.

[34] X. Nan, Y. Lv, and Z. Duan, “Bipartite consensus tracking for
antagonistic topologies with leader’s unknown input,” Asian Journal
of Control, vol. 24, no. 2, pp. 547–561, 2022.

IAENG International Journal of Applied Mathematics

Volume 54, Issue 1, January 2024, Pages 40-46

 
______________________________________________________________________________________ 




