
 

 
Abstract—We provide a detailed examination of inventory 

models with compounding interest that derived an 
approximated closed-form optimal solution. The goal of our 
paper is threefold. First, we find a criterion to guarantee the 
existence of the original optimal solution. Under the criterion, 
we prove the uniqueness of the original optimal solution. Second, 
because the source paper did not consider the zeros of the first 
derivative, we point out that the complicated discussion of the 
second derivative proposed by the source paper is useless in his 
derivations. Third, we provide our approximated closed-form 
optimal solution that is more accurate than the approximated 
closed-form optimal solution in the source paper. Numerical 
examples cited from the source paper support our claim. Our 
paper will provide significant improvements to the source 
paper. 
 

Index Terms—Inventory systems, Compounding interest, 
Closed-form solution, Approximated solution  
 

I. INTRODUCTION 

ECENTLY Çalışkan published several papers with 
inventory models to reveal that his works provided 

significant contributions to this kind of research topic. 
Çalışkan [1] studied inventory systems related to Ghare and 
Schrader [2] and Widyadana et al. [3] by an alternative 
method to obtain the optimal replenishment cycle length with 
a nested radical expression and a closed-form solution for 
cubic polynomial in an arccosine formation. Çalışkan [4] 
studied the approximated inventory system proposed by 
Chung and Ting [5] and then derived a new approximated 
optimal solution such that his new formulated optimal 
solution has a simple expression than that of Chung and Ting 
[5]. Çalışkan [6] examined the approximated inventory 
system considered by Widyadana et al. [3] with a simplified 
derivation to avoid applying the cost-difference comparison 
method developed by Widyadana et al. [3] which was 
originally constructed by Wee et al. [7]. Therefore, we can 
claim that those papers published by Çalışkan stand for an 
important research trend lately.  
In this paper, we will focus on the paper of Çalışkan [8] that 
developed an inventory system containing (a) setup cost, (b) 
estimated holding cost, and (c) the monetary value of the 
inventory with compounding interest. Çalışkan [8] first 
considered the interest for the first replenishment cycle, and 

 
Manuscript received Sep 14, 2023; revised Mar 25, 2024.  
Yung-Ning Cheng is an Associate Professor of School of Economic & 

Management, Sanming University, Sanming, Fujian Province 365, China; 
20190223@fjsmu.edu.cn 

Kou-Huang Chen is a professor of School of Mechanical & Electronic 
Engineering, Sanming University, Sanming, Fujian Province 365, China; 
20180201@fjsmu.edu.cn 

then the interests will be generated continuous interests for 
the rest time horizon of the year, and then examined the 
partial cycles and then developed a novel inventory system. 
The goal of Çalışkan [8] is to derive an approximated 
closed-form optimal solution for his inventory system. 
Çalışkan [9] is another paper to study this new inventory 
system with compounding interest developed by Çalışkan [8]. 

Çalışkan [9] mentioned 
ୢ

ୢQ
TCሺQሻ as Equation (11) in this 

paper that was derived in Çalışkan [8]. However, Çalışkan [9] 

did not study 
ୢ

ୢQ
TCሺQሻ, instead, he directly applied e୶ ൎ

ଶା୶

ଶି୶
 

to simply TCሺQሻ (as Equation (10) in this paper) to derive an 
approximated inventory model (as Equation (16) in this 
paper). Consequently, the closed-form minimum solution 
obtained in Çalışkan [9] is identical to the closed-form 
minimum solution derived in Çalışkan [8] as Equation (17) in 
this paper. Hence, we can claim that Çalışkan [9] did not 
provide any improvement for Çalışkan [8]. 
 
Remark. Çalışkan [8] was published in 2021 that did not cite 
Çalışkan [9] that was published in 2020. However, Çalışkan 
[9] had cited Çalışkan [8] in his References. Hence, we treat 
Çalışkan [8] as the first paper and Çalışkan [9] as the second 
paper for inventory models with compounding interest 
proposed by Çalışkan. 
 
In this paper, we will study Çalışkan [8] to show the 
following three issues: 
(a) We will point out that Çalışkan [8] did not consider the 

zeros for his first derivative. Hence, he did not prove the 
existence of his original optimal solution. 

(b) Çalışkan [8] developed a discussion for the second 
derivative for his objective function to verify its 
convexity. Convexity can help researchers to know that if 
the zero of the first derivative indeed exists then it is 
unique. However, convexity cannot guarantee existence. 
Owing to Çalışkan [8] only deriving an approximated 
optimal solution, his results with the convexity are 
useless. 

(c) We provide a more accurate approximated optimal 
solution that was supported by the numerical examples as 
provided in Çalışkan [8]. 

Hence, our paper will help researchers realize this important 
paper developed by Çalışkan [8] and related issues to 
construct approximated models to generate closed-form 
solutions for approximated inventory models. 

II. ASSUMPTIONS AND NOTATION  

To be compatible with Çalışkan [8], we adopted the same 
notation and assumption as that of Çalışkan [8] and several 
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auxiliary functions developed by us to simplify the 
expressions during our derivations. 
 
Notation 
D: the constant demand per year.  
S: the setup cost per replenishment.  
T: the duration for one replenishment.  
Iሺtሻ: the inventory level, with Iሺ0ሻ ൌ Q and IሺTሻ ൌ 0.  
Q: the ordering quantity per replenishment with Qൌ DT.  
c: the purchasing cost per item.  
i: the holding cost that is expressed as a fraction of c per year. 
r: the annual interest rate. x: a new variable assumed by 
Çalışkan [8], with x ൌ eି୰Q D⁄ .  
fሺxሻ ൌ eି୶: an auxiliary function assumed by us, for x ൐ 0. 
gሺxሻ ൌ ሺx െ 2ሻଶ, an auxiliary function assumed by us, for 
x ൐ 0.  

hሺxሻ ൌ
ଵି୶ା୶୪୬୶

ሺଵି୶ሻమ
: an auxiliary function assumed by Çalışkan 

[8].  

mሺxሻ ൌ ൜
ሺx െ 2ሻଶ,   for  0 ൏ ݔ ൑ 4,
16√x െ 28,   for  4 ൑ x.

an auxiliary function 

assumed by us.  

Uሺxሻ ൌ
୧ୡ

ଶ
൅ cሺe୰ െ 1ሻ ቂ

ଵି୶ା୶୪୬୶

ሺଵି୶ሻమ
ቃ , Wሺxሻ ൌ

୰మS

D୪୬మ୶
, and 

Pሺxሻ ൌ xlnx ൅ lnx ൅ 2 െ 2x : three auxiliary functions 
assumed by us, for eି୰ ൑ x ൏ 1.  
Fሺxሻ ൌ Uሺxሻ െWሺxሻ: an auxiliary function assumed by us, 

for eି୰ ൑ x ൏ 1 , such that to solve 
ୢ

ୢQ
TCሺQሻ ൌ 0  is 

equivalent to solving  F ቀ
ି୰Q

D
ቁ ൌ 0. 

Vሺrሻ ൌ
ୣ౨ሺୣ౨ିଵି୰ሻ

ୣ౨ିଵ
: an auxiliary function, for r ൐ 0, assumed 

by us.  
Vଵሺrሻ ൌ eଶ୰ െ 3e୰ ൅ 2 ൅ r, and Vଶሺrሻ ൌ 2eଶ୰ െ 3e୰ ൅ 1: are 
two auxiliary functions, for r ൒ 0, assumed by us.  
QC
כ : the approximated closed-form solution proposed by 

Çalışkan [8] for his approximated inventory system.  
Qα
כ : the closed-form solution proposed by us, with rational 

expression, for our approximated inventory model.  
Qβ
כ : the closed-form solution proposed by us, with 

trigonometric expression, for our approximated inventory 
model.  
Qγ
 the limit of our sequenced solution, for our approximated :כ

inventory model.  
Qכ : the exact optimal solution derived by us for original 
inventory system developed by Çalışkan [8]. 
 
Assumptions 
The lead time is neglected.  
The setup cost is S  and the annual average setup cost is 
S

T
ൌ

DS

Q
.  

The annual purchasing cost with compounding is shown as 

cሺe୰ െ 1ሻ ቂ
Q

ଵିୣష౨Q D⁄ െ
D

୰
ቃ that was derived by Çalışkan [8], 

under the restriction 0 ൏ ܳ ൑   .ܦ
The average holding cost is estimated as the average of the 
maximum inventory level, Iሺ0ሻ ൌ Q , and the ending 
inventory level, IሺTሻ ൌ 0, to imply the total holding cost per 

replenishment is ic
Q

ଶ
T and the annual average holding cost is 

ic
Q

ଶ
. 

III. BACKGROUND EXPLANATION  

In this section, we will use examples to explain two 
different solution procedures between Çalışkan [8] and ours 
as developed in this study. 
 
For the first example, we assume an objective function, 

gሺxሻ ൌ ሺx െ 2ሻଶ,                               (3.1) 
for x ൐ 0. The solution procedure of Çalışkan [8] is to obtain 
ୢమ

ୢ୶మ
gሺxሻ  and then analyzed its property to show that 

ୢమ

ୢ୶మ
gሺxሻ ൌ 2 ൐ 0 such that gሺxሻ is a convex function. 

Çalışkan [8] did not directly solve 
ୢ

ୢ୶
gሺxሻ ൌ 0 to search for 

the exact optimal solution. Instead, he constructed an 
approximated closed-form optimal solution. 

We adopt another solution process to solve 
ୢ

ୢ୶
gሺxሻ ൌ 0 to 

locate a critical point, x∆ ൌ 2 , and then we prove that 
ୢ

ୢ୶
gሺxሻ ൏ 0, for 0 ൏ ݔ ൏ x∆  and 

ୢ

ୢ୶
gሺxሻ ൐ 0, for x∆ ൏ ݔ ൏

∞ such that gሺxሻ is a decreasing function for 0 ൏ ݔ ൏ x∆ and 
gሺxሻ is an increasing function for x∆ ൏ ݔ ൏ ∞. Hence, the 
critical point, x∆ ൌ 2, becomes the minimum solution that is 
the optimal solution. 
We must point out that the derivations of Çalışkan [8] for his 
second derivative are redundant in his solution procedure 
because he did not try to find the zeros for the first derivative, 
that is, Çalışkan [8] did not solve the minimum solution for 
his original model. 
 
For the second example, we assume that 

fሺxሻ ൌ eି୶,                                     (3.2) 

for x ൐ 0 . From 
ୢమ

ୢ୶మ
fሺxሻ ൌ eି୶ ൐ 0 , fሺxሻ  is convex, for 

x ൐ 0. However, fሺxሻ does not have a minimum solution for 
x ൐ 0. 
After we demonstrate that the convexity property cannot 
guarantee the existence of the minimum solution. We 
illustrate our solution process as follows. 

We examine 
ୢ

ୢ୶
fሺxሻ ൌ െeି୶ ൏ 0, for x ൐ 0, to imply that 

fሺxሻ is a decreasing function, and then the inferior value is 
attained when lim୶՜∞ fሺxሻ ൌ 0 . Our solution process is 
scrutinized the first derivative, without referring to the 
second derivative. 
 
We provide a third example, denoted as mሺxሻ, where 

mሺxሻ ൌ ൜
ሺx െ 2ሻଶ,   for  0 ൏ ݔ ൑ 4,
16√x െ 28,   for  4 ൑ x.

                 (3.3) 

We know that 
lim୶՜ସషሺx െ 2ሻଶ ൌ 4 ൌ lim

୶՜ସశ
16√x െ 28.         (3.4) 

We derive that 
ୢ

ୢ୶
mሺxሻ ൌ ൜

2ሺx െ 2ሻ,   for  0 ൏ ݔ ൏ 4,
8 √x⁄ ,   for  4 ൏ .ݔ

          (3.5) 

and 
ୢమ

ୢ୶మ
mሺxሻ ൌ ൜

2,   for  0 ൏ ݔ ൏ 4,
െ4 xଷ ଶ⁄⁄ ,   for  4 ൏ .ݔ

          (3.6) 

From Equation (3.6), it shows that mሺxሻ is not a convex 
function for 0 ൏  and then applying the convexity property ݔ
is not worked with mሺxሻ. 
By our approach, we study the first derivative to examine 

2ሺx െ 2ሻ ൌ 0,                               (3.7) 
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for 0 ൏ ݔ ൏ 4, and 
8 √x⁄ ൌ 0,                                (3.8) 

for 4 ൏ ݔ . We will derive that 
ୢ

ୢ୶
mሺxሻ ൌ 0  has only one 

solution, denoted as x∆, then  x∆ ൌ 2. 

Moreover, we show that 
ୢ

ୢ୶
mሺxሻ ൏ 0, for 0 ൏ ݔ ൏ 2, and 

ୢ

ୢ୶
mሺxሻ ൐ 0, for 2 ൏ ݔ ൏ 4 and 4 ൏  with ,ݔ

lim୶՜ସష 2ሺx െ 2ሻ ൌ 4 ൌ lim
୶՜ସశ

8 √x⁄ .             (3.9) 

It follows that mሺxሻ  decreases for 0 ൏ ݔ ൏ 2  and mሺxሻ 
increases for 2 ൏ ݔ  to yield that x∆ ൌ 2  is the minimum 
solution. 
Hence, by our approach, working on the first derivative, 
without referring to the second derivative, can handle more 
objective functions in inventory systems. 

IV. REVIEW OF ÇALIŞKAN  

In this section, we provide a brief review of Çalışkan [8] to 
illustrate how did he develop his approximated inventory 
model. 

Çalışkan [8] developed an inventory model with 
compounding interest such that the annual total cost is 
expressed as follows, 

TCሺQሻ ൌ
DS

Q
൅ ic

Q

ଶ
൅ cሺe୰ െ 1ሻ ቂ

Q

ଵିୣష౨Q D⁄ െ
D

୰
ቃ,     (4.1) 

under the condition, 0 ൏ ܳ ൑  .ܦ
He took the first derivative of Equation (4.1) to derive that 

ୢ

ୢQ
TCሺQሻ ൌ

ିDS

Qమ
൅

୧ୡ

ଶ
, 

൅cሺe୰ െ 1ሻ ൤
ଵିୣష౨Q D⁄ ିሺ୰Q D⁄ ሻୣష౨Q D⁄

൫ଵିୣష౨Q D⁄ ൯
మ ൨.          (4.2) 

He assumed a new variable, x, with 

x ൌ eି୰
Q
D,                                 (4.3) 

and then Çalışkan [8] rewrote 
ୢ

ୢQ
TCሺQሻ ൌ 0 as 

୧ୡ

ଶ
൅ cሺe୰ െ 1ሻ ቂ

ଵି୶ା୶୪୬୶

ሺଵି୶ሻమ
ቃ ൌ

୰మS

D୪୬మ୶
 .              (4.4) 

For further discussion, he assumed an auxiliary function, 
hሺxሻ, with 

hሺxሻ ൌ
ଵି୶ା୶୪୬୶

ሺଵି୶ሻమ
.                           (4.5) 

He showed that lim୶՜ଵ hሺxሻ ൌ 1 2⁄ , lim୶՜଴ hሺxሻ ൌ 1, and 
lim୶՜∞ hሺxሻ ൌ 0  and then mentioned that hሺxሻ  is a 
monotone decreasing function, for x ൒ 0. 

He replaced 

hሺxሻ ൌ
ଵ

ଶ
 ,                                (4.6) 

in Equation (4.4) to simplify Equation (4.3) as 
୧ୡ

ଶ
൅

ୡሺୣ౨ିଵሻ

ଶ
ൌ

DS

Qమ
 .                          (4.7) 

Based on Equation (4.7), he claimed that he obtained an 
approximated closed-form optimal solution, denoted as QC

כ , 
then 

QC
כ ൌ ට

ଶDS

ୡሺ୧ାୣ౨ିଵሻ
 .                          (4.8) 

V. OUR PROOF OF THE EXISTENCE AND UNIQUENESS OF THE 

OPTIMAL SOLUTION 

In this section, we will provide two theorems to prove the 
existence and uniqueness of the optimal solution for the 
approximated inventory model proposed by Çalışkan [8]. 
We recall that Çalışkan [8] worked very hard to prove that his 
objective function of Equation (4.1) is convex. However, we 

already demonstrate that convexity cannot guarantee the 
existence of a minimum solution. 
We check Çalışkan [8] to discover that he did not explain 

why the equation of 
ୢ

ୢQ
TCሺQሻ ൌ 0  has a unique solution. 

That is an answer to the question of why there is a unique 
solution of x that satisfies Equation (4.4) is not provided in 
Çalışkan [8]. 
We recall the restriction of 0 ൏ ܳ ൑  and the assumption ,ܦ

of the new variable,  x ൌ eି୰
Q
D proposed by Çalışkan [8] in 

Equation (4.3), and then we find the domain for the variable x 
as 

eି୰ ൑ x ൏ 1.                              (5.1) 
Hence, the discussion of two limits of lim୶՜଴ hሺxሻ ൌ 1 and 
lim୶՜∞ hሺxሻ ൌ 0  derived by Çalışkan [8] are redundant. 
 
Based on Equation (4.4), we will assume two auxiliary 
functions, Uሺxሻand Wሺxሻ, where Uሺxሻ is the left-hand side of 
Equation (4.4), and Wሺxሻ is the right-hand side of Equation 
(4.4) such that 

Uሺxሻ ൌ
୧ୡ

ଶ
൅ cሺe୰ െ 1ሻ ቂ

ଵି୶ା୶୪୬୶

ሺଵି୶ሻమ
ቃ ,               (5.2) 

and 

Wሺxሻ ൌ
୰మS

D୪୬మ୶
 ,                           (5.3) 

for eି୰ ൑ x ൏ 1. 
 
We begin to prove the following four issues:   
(i) Uሺxሻis a decreasing function,  
(ii) Wሺxሻis an increasing function,  
(iii) Uሺeି୰ሻ ൐ ܹሺeି୰ሻ, and  
(iv) lim୶՜ଵ Uሺxሻ ൏ lim୶՜ଵWሺxሻ. 
 
We derive that 

ୢ

ୢ୶
Uሺxሻ ൌ cሺe୰ െ 1ሻ ቂ

୶୪୬୶ା୪୬୶ାଶିଶ୶

ሺଵି୶ሻయ
ቃ ,            (5.4) 

for eି୰ ൏ ݔ ൏ 1. 
Based on the numerator term in the bracket of Equation (5.4), 
we assume another auxiliary function, denoted as Pሺxሻ , 
where 

Pሺxሻ ൌ xlnx ൅ lnx ൅ 2 െ 2x ,                 (5.5) 
for eି୰ ൑ x ൑ 1 . We extend the domain of Pሺxሻ  to its 
boundary to simplify the expressions. 
We find that 

ୢ

ୢ୶
Pሺxሻ ൌ lnx ൅

ଵ

୶
െ 1 ,                     (5.6) 

and 
ୢమ

ୢ୶మ
Pሺxሻ ൌ

୶ିଵ

୶మ
൏ 0 ,                      (5.7) 

for  eି୰ ൏ ݔ ൏ 1. 

Based on Equation (5.7), we know that 
ୢ

ୢ୶
Pሺxሻ  is a 

decreasing function. 
 
We compute that 

lim୶՜ୣష౨
ୢ

ୢ୶
Pሺxሻ ൌ e୰ െ 1 െ r ൐ 0 ,         (5.8) 

owing to Taylor's series expansion of the exponential 

function, e୰ ൌ ∑ ୰ౡ

୩!
∞
୩ୀ଴ . Moreover, we obtain that 

lim୶՜ଵ
ୢ

ୢ୶
Pሺxሻ ൌ 0 . Hence, 

ୢ

ୢ୶
Pሺxሻ  decreases from 

lim୶՜ୣష౨
ୢ

ୢ୶
Pሺxሻ ൐ 0  to lim୶՜ଵ

ୢ

ୢ୶
Pሺxሻ ൌ 0  to imply that 

ୢ

ୢ୶
Pሺxሻ ൐ 0, for  eି୰ ൏ ݔ ൏ 1. 
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Therefore, Pሺxሻ is an increasing function. 
 
We find that Pሺ1ሻ ൌ 0 and 

Pሺeି୰ሻ ൌ ሺ2 ൅ rሻ ቂ
ଶି୰

ଶା୰
െ eି୰ቃ .                 (5.9) 

We recall that the proof of Wan and Chu [10], Lemma 1, 
claimed that Rachamadugu [11] and Chung and Lin [12] 
already have examined 

eି୶ ൐
ଶି୶

ଶା୶
 ,                                    (5.10) 

for x ൐ 0. 
Based on Equation (5.10), we imply that Pሺeି୰ሻ ൏ 0. 
Hence, Pሺxሻ  is an increasing function from Pሺeି୰ሻ ൏ 0  to 
Pሺ1ሻ ൌ 0 such that we prove that Pሺxሻ ൏ 0, for  eି୰ ൏ ݔ ൏ 1. 
 

We recall Equation (5.4) to show that 
ୢ

ୢ୶
Uሺxሻ ൏ 0 , for 

eି୰ ൏ ݔ ൏ 1. Hence, we finish the verification for (i) Uሺxሻ 
being a decreasing function. 
 
The logarithm function ln ሺxሻ  is an increasing function. 
When eି୰ ൏ ݔ ൏ 1, then lnሺxሻ ൏ 0 to imply that lnଶሺxሻ is a 
decreasing function and then 1 lnଶሺxሻ⁄  and Wሺxሻ are both 
increasing functions that finish the proof for (ii). 
 

We derive that Uሺeି୰ሻ ൌ
୧ୡ

ଶ
൅ c

ୣ౨ሺୣ౨ିଵି୰ሻ

ୣ౨ିଵ
, and Wሺeି୰ሻ ൌ

S

D
 . 

Based on Tables 1 and 2 of Çalışkan [8], we will execute 
comparisons between Uሺeି୰ሻ   and Wሺeି୰ሻ , with i ൌ 0 , 
c ൌ 10 , D א ሼ10000, 500ሽ , S א ሼ100, 50, 20,10ሽ , and 
r א ሼ0.05,0.1,0.15,0.2,0.25,0.5,0.95ሽ. 
The maximum value occurs when D ൌ 500and S ൌ 100, we 
imply that 

max ቄS
D
ቅ ൌ 0.2 .                             (5.11) 

We assume another auxiliary function, denoted as Vሺrሻ, with 

Vሺrሻ ൌ
ୣ౨ሺୣ౨ିଵି୰ሻ

ୣ౨ିଵ
 ,                           (5.12) 

for r ൐ 0. 
 
We will try to prove that Vሺrሻ is an increasing function. 
We show that 

ୢ

ୢ୰
Vሺrሻ ൌ

ୣ౨൫ୣమ౨ିଷୣ౨ାଶା୰൯

ሺୣ౨ିଵሻమ
 .                      (5.13) 

Refer to Equation (5.13), we assume that Vଵሺrሻ ൌ eଶ୰ െ
3e୰ ൅ 2 ൅ r to derive that 

ୢ

ୢ୰
Vଵሺrሻ ൌ 2eଶ୰ െ 3e୰ ൅ 1 .                    (5.14) 

Based on Equation (5.14), we further assume that 
Vଶሺrሻ ൌ 2eଶ୰ െ 3e୰ ൅ 1,                    (5.15) 

then 
ୢ

ୢ୰
Vଶሺrሻ ൌ eଶ୰ ൅ 3e୰ሺe୰ െ 1ሻ ൐ 0 ,            (5.16) 

for r ൐ 0. 
 
From Equation (5.16), we know that Vଶሺrሻ is an increasing 
function with Vଶሺ0ሻ ൌ 0 to yield that Vଶሺrሻ ൐ 0, for r ൐ 0. 
Using Equation (5.14), we obtain that Vଵሺrሻ is an increasing 

function with Vଵሺ0ሻ ൌ 0 to yield that 
ୢ

ୢ୰
Vሺrሻ ൐ 0, for r ൐ 0. 

Hence, Vሺrሻ is an increasing function. 
 
After we show that Vሺrሻ is an increasing function, we know 
that the minimum value occurs when r ൌ 0.05, we imply that 

min ቄ
୧ୡ

ଶ
൅ c

ୣ౨ሺୣ౨ିଵି୰ሻ

ୣ౨ିଵ
ቅ ൌ 0.261.              (5.17) 

Now, we observe Equations (5.11) and (5.17), we prove that 
for every set of parameters in the numerical examples of 
Çalışkan [8], we numerically check that 

Uሺeି୰ሻ ൐ ܹሺeି୰ሻ.                         (5.18) 
 
Remark. We recall the data from Tables 1 and 2 from 
Çalışkan [8], D א ሼ10000, 500ሽ, S א ሼ100, 50, 20,10ሽ, and 
r א ሼ0.05,0.1,0.15,0.2,0.25,0.5,0.95ሽ , researchers usually 

will provide a lengthy comparison between Uሺeି୰ሻ ൌ
୧ୡ

ଶ
൅

c
ୣ౨ሺୣ౨ିଵି୰ሻ

ୣ౨ିଵ
  and  Wሺeି୰ሻ ൌ

S

D
 . 

 
Through our analytic results, we can directly compare (a) The 
minimum of  Uሺeି୰ሻ, and (b) The maximum of  Wሺeି୰ሻ, to 
derive the relationship of Equation (5.18). 
 
At last, not least, we recall that Çalışkan [8] derived 
lim୶՜ଵ hሺxሻ ൌ 1 2⁄ , and then 

lim୶՜ଵ Uሺxሻ ൌ
ୡሺ୧ାୣ౨ିଵሻ

ଶ
 .               (5.19) 

On the other hand, lim୶՜ଵWሺxሻ ൌ ∞, to show that 
lim୶՜ଵ Uሺxሻ ൏ lim୶՜ଵWሺxሻ.             (5.20) 

 
We assume that a new auxiliary function denoted as Fሺxሻ, 
with 

Fሺxሻ ൌ Uሺxሻ െWሺxሻ.                  (5.21) 
We have already verified that Uሺxሻ is a decreasing function 
and Wሺxሻ  is an increasing function such that Fሺxሻ  is a 
decreasing function. 
We recall that 

Fሺeି୰ሻ ൌ Uሺeି୰ሻ െ  Wሺeି୰ሻ ൐ 0,         (5.22) 
and 

lim୶՜ଵ Fሺxሻ ൌ lim୶՜ଵ Uሺxሻ െ lim୶՜ଵWሺxሻ ൏ 0.  (5.23) 
Hence, there is a unique point, denoted as xכ that satisfies, 
Fሺxכሻ ൌ 0. 
 
We show that Equation (4.4) has a unique solution, Qכ, with 

Qכ ൌ
ିD

୰
lnሺxכሻ.                         (5.24) 

By Equation (4.2), we know that 
ୢ

ୢQ
TCሺQሻ ൌ F ቀ

ି୰Q

D
ቁ ൌ Fሺxሻ.              (5.25) 

We show that Fሺxሻ ൐ 0, for eି୰ ൏ ݔ ൏ xכ and Fሺxሻ ൏ 0, for 
xכ ൏ ݔ ൏ 1. We rewrite the above results in the variable Q, 

then F ቀ
ି୰Q

D
ቁ ൐ 0 , for eି୰ ൏ eି୰Q D⁄ ൏ eି୰Q

כ D⁄  and 

F ቀ
ି୰Q

D
ቁ ൏ 0, for  eି୰Q

כ D⁄ ൏ eି୰Q D⁄ ൏ 1. 

 
The logarithm function is an increasing function for 
eି୰ ൏ eି୰Q D⁄ ൏ eି୰Q

כ D⁄ , using lnሺxሻ , we derive that 

െr ൏
ି୰Q

D
൏

ି୰

D
Qכ and then rewrite it as Qכ ൏ ܳ ൏  .ܦ

Similarly, for  eି୰Q
כ D⁄ ൏ eି୰Q D⁄ ൏ 1, using lnሺxሻ, we obtain 

that 
ି୰

D
Qכ ൏

ି୰Q

D
൏ 0 and then rewrite it as 0 ൏ ܳ ൏   .כܳ

 

Based on Equation (5.25), we prove that 
ୢ

ୢQ
TCሺQሻ ൐ 0, for 

Qכ ൏ ܳ ൏   On the other hand, we verify that .ܦ
ୢ

ୢQ
TCሺQሻ ൏

0, for 0 ൏ ܳ ൏   .is the minimum solution כto imply that Q כܳ
We summarize our findings in the next theorem. 
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Theorem 1. 

If the parameters satisfy  
୧ୡ

ଶ
൅ c

ୣ౨ሺୣ౨ିଵି୰ሻ

ୣ౨ିଵ
൐

S

D
, then we prove 

that there is a point, denoted as Qכ, with 0 ൏ Qכ ൏  that ,ܦ

satisfies F ቀ
ି୰

D
Qכቁ ൌ 0 which is the minimum solution for 

TCሺQሻ of Equation (4.1). 
 
On the other hand, if the parameters satisfy 

୧ୡ

ଶ
൅ c

ୣ౨ሺୣ౨ିଵି୰ሻ

ୣ౨ିଵ
൑

S

D
,                       (5.26) 

we imply that Fሺxሻ ൌ 0 has a unique solution at x ൌ eି୰ and 

Fሺxሻ ൏ 0 , for eି୰ ൏ ݔ ൏ 1  such that F ቀ
ି୰Q

D
ቁ ൏ 0 , for 

eି୰ ൏ eି୰Q D⁄ ൏ 1 to imply that 
ୢ

ୢQ
TCሺQሻ ൏ 0, for 0 ൏ ܳ ൏

כand result in Q ܦ ൌ D. Hence, we derive the second main 
result. 
 
Theorem 2. 

If the parameters satisfy 
୧ୡ

ଶ
൅ c

ୣ౨ሺୣ౨ିଵି୰ሻ

ୣ౨ିଵ
൑

S

D
, then we prove 

that there is a point, denoted as Qכ, with Qכ ൌ D, that is the 
minimum solution for TCሺQሻ of Equation (4.1). 
 

Based on our above discussion, we only use 
ୢ

ୢQ
TCሺQሻ to 

prove that 
ୢ

ୢQ
TCሺQሻ ൌ 0 has a unique solution which is the 

minimum solution, without referring to 
ୢమ

ୢQమ
TCሺQሻ. 

 
Moreover, we must point out that even researchers proved his 
objective function is convex, for example, fሺxሻ ൌ eି୶ that is 

convex. The convexity property cannot guarantee 
ୢ

ୢ୶
fሺxሻ ൌ

െeି୶ having a root for x ൐ 0. 
In fact, the inferior value of fሺxሻ ൌ eି୶ is zero that is attained 
as 

lim୶՜∞ fሺxሻ ൌ 0.                          (5.27) 
However, this inferior value cannot be attained by any point, 
x, with x ൐ 0. 
 
We recall the goal of Çalışkan [8] is to derive an 
approximated closed-form optimal solution for his new 
inventory model, under the restriction 0 ൏ ܳ ൑ ܦ . 

Consequently, his derivations with 
ୢమ

ୢQమ
TCሺQሻ and convexity 

of TCሺQሻ  are meaningless owing to the following two 
reasons: 

(a) Çalışkan [8] did not try to solve 
ୢ

ୢQ
TCሺQሻ ൌ 0, which 

means that Çalışkan [8] overlooked the existence problem 

of  
ୢ

ୢQ
TCሺQሻ ൌ 0 . 

(b) His lengthy proof of convexity was not used to verify the 

uniqueness of 
ୢ

ୢQ
TCሺQሻ ൌ 0 . 

 
Based on our above discussion, we not only solve the 

existence and uniqueness of  
ୢ

ୢQ
TCሺQሻ ൌ 0, but also find the 

criterion, 
୧ୡ

ଶ
൅ c

ୣ౨ሺୣ౨ିଵି୰ሻ

ୣ౨ିଵ
൐

S

D
,                       (5.28) 

to assure the interior minimum solution without referring to 
ୢమ

ୢQమ
TCሺQሻ. 

VI. OUR PROPOSED APPROXIMATED CLOSED-FORM 

OPTIMAL SOLUTION 

In this section, we will derive another closed-form 
approximated optimal solution that is more accurate than that 
of Çalışkan [8]. 
We refer to Rachamadugu [11], Chung and Lin [12], Chung 
[13], Wan and Chu [10], Çalışkan [9], and Çalışkan [4], to 
recall that researchers used a lower bound of eି୶, as 

eି୶ ൐
ଶି୶

ଶା୶
  ,                                    (6.1) 

or an upper bound of e୶, as 
ଶା୶

ଶି୶
൐ e୶ ,                                    (6.2) 

to present a reasonable motivation for the substitution, for 
small values of x, 

e୶ ൎ
ଶା୶

ଶି୶
 .                                   (6.3) 

 
We recall Equation (4.2), for the third term on the right-hand 
side, to rewrite it as 

ଵିୣష౨Q D⁄ ିሺ୰Q D⁄ ሻୣష౨Q D⁄

൫ଵିୣష౨Q D⁄ ൯
మ ൌ

ୣ౨Q D⁄ ൫ୣ౨Q D⁄ ିଵି୰Q D⁄ ൯

൫ୣ౨Q D⁄ ିଵ൯
మ  .     (6.4) 

Using Equation (6.3), we estimate 

e୰Q D⁄ െ 1 െ rQ D⁄ ൎ
ሺ୰Q D⁄ ሻమ

ଶି୰Q D⁄
 ,                (6.5) 

and  

e୰Q D⁄ െ 1 ൎ
ଶ୰Q D⁄

ଶି୰Q D⁄
 .                      (6.6) 

According to Equations (6.3), (6.5) and (6.6), we estimate 
Equation (6.4) as 

ଵିୣష౨Q D⁄ ିሺ୰Q D⁄ ሻୣష౨Q D⁄

൫ଵିୣష౨Q D⁄ ൯
మ ൎ

ଵ

ଶ
൅

୰Q

ସD
 .               (6.7) 

By Equation (6.7), we derive a simplified approximation for 
ୢ

ୢQ
TCሺQሻ ൌ 0 as 

ୡ୰ሺୣ౨ିଵሻ

ସD
Qଷ ൅

ୡሺ୧ାୣ౨ିଵሻ

ଶ
Qଶ െ DS ൌ 0 .         (6.8) 

The left-hand side of Equation (6.8) is a cubic polynomial. 
We recall the algebraic formula discussed in Chang and 
Schonfeld [14], Yang et al. [15], and Tung et al. [16], and the 
trigonometric representation in Çalışkan [1]. Hence, we can 
write the zeros for Equation (6.8) as follows from the 
following Equation (6.9) to Equation (6.24). 
 
For the general equation for a cubic polynomial 

Yଷ ൅ aଵYଶ ൅ aଶY ൅ aଷ ൌ 0 .                   (6.9) 
Researchers assumed that 

P ൌ
ଷୟమିୟభ

మ

ଽ
 ,                              (6.10) 

R ൌ
ଽୟభୟమିଶ଻ୟయିଶୟభ

య

ହସ
 ,                     (6.11) 

S ൌ ൣR ൅ ሺRଶ ൅ Pଷሻଵ ଶ⁄ ൧
ଵ ଷ⁄

,               (6.12) 
and 

T ൌ ൣR െ ሺRଶ ൅ Pଷሻଵ ଶ⁄ ൧
ଵ ଷ⁄

.              (6.13) 
According to Spiegel [17], the solution for Equation (6.9) can 
be found if  Rଶ ൅ Pଷ ൐ 0, then there is a real root 

Y ൌ S ൅ T െ
ୟభ
ଷ

.                      (6.14) 

 
We find that 

aଵ ൌ
ଶDሺ୧ାୣ౨ିଵሻ

୰ሺୣ౨ିଵሻ
,                           (6.15) 

aଶ ൌ 0,                                 (6.16) 
and 
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aଷ ൌ
ିସDమS

ୡ ୰ሺୣ౨ିଵሻ
,                            (6.17) 

and then it shows that 

R ൌ
ଶDమS

ୡ ୰ሺୣ౨ିଵሻ
െ

଼Dయሺ୧ାୣ౨ିଵሻయ

ଶ଻୰యሺୣ౨ିଵሻయ
,                   (6.18) 

and 

P ൌ
ିସDమሺ୧ାୣ౨ିଵሻమ

ଽ୰మሺୣ౨ିଵሻమ
.                          (6.19) 

Referring to Equations (6.12) and (6.13), we derive a 
closed-form optimal solution in the rational expression for 
our approximated inventory model, denoted as Qα

כ , then 
Qα
כ ൌ S ൅ T െ

ୟభ
ଷ

.                            (6.20) 

 
On the other hand, we refer to Çalışkan [1] for a cubic 
polynomial 

Nଷ െ aN െ b ൌ 0,                           (6.21) 
having the positive real solution 

N ൌ 2ඨ
ୟ

ଷ
ቈcos ቆ

ଵ

ଷ
arccosට

ଶ଻ୠమ

ସୟయ
ቇ቉.               (6.22) 

We rewrite Equation (6.8), with Q ൌ 1 N⁄  to convert it as 

Nଷ െ
ୡሺ୧ାୣ౨ିଵሻ

ଶDS
N െ

ୡ୰ሺୣ౨ିଵሻ

ସDమS
ൌ 0.                (6.23) 

Hence, we obtain a closed-form approximated solution in 
trigonometric expression, denoted as Qβ

כ , then 

Qβ
כ ൌ

ଵ

ଶට
ౙሺ౟శ౛౨షభሻ

లDS
ୡ୭ୱቌ

భ
య
ୟ୰ୡୡ୭ୱඨ

మళ౨మሺ౛౨షభሻమS
ఴౙDሺ౟శ౛౨షభሻయ

ቍ

.          (6.24) 

VII. NUMERICAL EXAMPLES 

Based on Equation (6.8), we can provide a sequenced 
approach for our approximated inventory model as 

Q୬ାଵ ൌ ට
ଶDS

ୡሺ୧ାୣ౨ିଵሻାሺୡ୰ሺୣ౨ିଵሻQ౤ ଶD⁄ ሻ
.              (7.1) 

If the sequence ሺQ୬ሻ converges, then we will accept the limit, 
denoted as Qγ

 with ,כ
Qγ
כ ൌ lim୬՜∞ Q୬.                           (7.2) 

 
If we assume that Q଴ ൌ 0, then 

Qଵ ൌ ට
ଶDS

ୡሺ୧ାୣ౨ିଵሻ
 ,                           (7.3) 

which is the closed-form solution proposed by Çalışkan [8] 
for his approximated inventory system. 
 
For S ൌ 100, r ൌ 0.05, D=500, i ൌ 0 and c ൌ 10, we list the 
computation result for sequence ሺQ୬ሻ, for n ൌ 1, 2,3..., with 
Q଴ ൌ 0, in the following Table 1. 
 
From Table 1, we derive that 

Q଺ ൌ Q଻ ൌ 436.889191,                     (7.4) 
such that we accept the sequence solution for our 
approximated inventory model, 

Qγ
כ ൌ 436.889191.                         (7.5) 

 
We refer to Çalışkan [8] that obtained Qכ ൌ 441.64 which is 
the round off result for our Qଵ ൌ 441.635217. 
 
We consider the rational results of Equation (6.20) to find 
that aଵ ൌ 2 ൈ 10ସ , aଶ ൌ 0 , aଷ ൌ െ3.900833 ൈ 10ଽ , 
R ൌ െ2.943459 ൈ 10ଵଵ , P ൌ െ4.444444 ൈ 10଻ , S ൌ
3.551778 ൈ 10ଷ ൅ 5.641748i ൈ 10ଷ, and T ൌ 3.551778 ൈ

10ଷ െ 5.641748i ൈ 10ଷ . Hence, based on Equation (6.20), 
we obtain the closed-form optimal solution in rational 
expression as 

Qα
כ ൌ S ൅ T െ

ୟభ
ଷ
ൌ 436.889191.             (7.6) 

 
We recall the trigonometric expression of the closed-form 
solution mentioned in Çalışkan [1] to find 

ୡሺ୧ାୣ౨ିଵሻ

଺DS
ൌ 1.709037 ൈ 10ି଺,                  (7.7) 

ଶ଻୰మሺୣ౨ିଵሻమS

଼ୡDሺ୧ାୣ౨ିଵሻయ
ൌ 3.291328 ൈ 10ିଷ,              (7.8) 

arccosට
ଶ଻୰మሺୣ౨ିଵሻమS

଼ୡDሺ୧ାୣ౨ିଵሻయ
ൌ 1.513395,              (7.9) 

and 

cos ቆ
ଵ

ଷ
arccosට

ଶ଻୰మሺୣ౨ିଵሻమS

଼ୡDሺ୧ାୣ౨ିଵሻయ
ቇ ൌ 0.875433,      (7.10) 

such that based on Equation (6.24), we show that 

Qβ
כ ൌ

ଵ

ଶට
ౙሺ౟శ౛౨షభሻ

లDS
ୡ୭ୱቌ

భ
య
ୟ୰ୡୡ୭ୱඨ

మళ౨మሺ౛౨షభሻమS
ఴౙDሺ౟శ౛౨షభሻయ

ቍ

, 

ൌ 436.889191.                            (7.11) 
 
We compare our results of Equations (7.5), (7.6) and (7.11) to 
illustrate our proposed solutions for three different methods 
for our approximated inventory model: (a) our sequence 
approach, Qγ

 ,closed-form solution in rational expression (b) ,כ
Qα
כ , and (c) closed-form solution in trigonometric expression, 

Qβ
כ , are all identical as expected to demonstrate the validity of 

our derivations. 
 
In the following Table 2, we list several computation results 

of Q and 
ୢ

ୢQ
TCሺQሻ to illustrate our finding which satisfies 

ୢ

ୢQ
TCሺQሻ ൌ 0. 

 
Based on Table 2, we find that when Q increases from 438.44, 
438.443, and 438.4431, the value of dTC(Q)/dQ gradually 
increases to 0ି. On the other hand, when Q decreases from 
438.45, 438.444, and 438.4432, the value of dTC(Q)/dQ 
gradually decreases to 0ା. It is numerical evidence to support 
our detailed analytic proof that dTC(Q)/dQ is an increasing 
function. 
We know that the exact value of Qכ satisfying 

438.4431 ൏ כܳ ൏438.4432.                  (7.12) 
Owing to the absolute value of 3.8 x 10-8 being less than the 
absolute value of -8.2 x 10-8, we accept that 

Qכ ൌ438.4432.                               (7.13) 
We refer to Çalışkan [8] to mention that his approximated 
solution, based on Equation (4.8), 

QC
כ ൌ 441.64.                               (7.14) 

 
Hence we compute the relative error between (a) 
Approximated solution of Çalışkan [8], QC

כ  and Qכ, (b) Our 
approximated solution, Qα

כ  and Qכ, as follows 
|QαିכQכ|

หQC
כ ିQכห

ൌ
ସଷ଼.ସସଷଶିସଷ଺.଼଼ଽଶ

ସସଵ.଺ଷହଶିସଷ଼.ସସଷଶ
ൌ 48.68%.          (7.15) 

 
Based on Equation (7.15), we can say that our approximated 
closed-form solution is more close to the exact optimal than 
the approximated closed-form solution proposed by Çalışkan 
[8]. 

IAENG International Journal of Applied Mathematics

Volume 54, Issue 6, June 2024, Pages 1216-1224

 
______________________________________________________________________________________ 



 

Table 1. Our sequence approach of ሺQ୬ሻ, for n ൌ 1, 2,3...,7. 
 

n 1 2 3 4 5 6 7 

Q୬ 441.635217 436.838471 436.889734 436.889186 436.889192 436.889191 436.889191

 

Table 2. Some computation results with Q and 
ୢ

ୢQ
TCሺQሻ.  

 

Q 438.44 438,443 438.4431 438.4432 438.444 438.45 

dTC(Q)/dQ -3.8 x 10-6 -2.0 x 10-7 -8.2 x 10-8 3.8 x 10-8 9.9 x 10-7 8.2 x 10-6 
 

VIII. DIRECTION FOR FUTURE RESEARCH 

We refer to a selection of published articles to highlight 
potentially hot points for practitioners seeking study 
resources. Purwani et al. [18] employ the Newton-Raphson 
algorithm in conjunction with the Aitken extrapolation 
method to approximate stock volatility. Addressing structural 
dynamics, Adhitya et al. [19] analyze loads and concrete 
structures under earthquake conditions. Assis and Coelho [20] 
investigate a remote learning and teaching project that 
employs temperature control as an educational tool. 
Investigating the breaking wave effect, Unyapoti and Pochai 
[21] develop a binary model involving wave crest and 
shoreline evolution. Tobar et al. [22] explore segmentation 
problems, employing label enhancement and base 
representation methods. Tang et al. [23] examine customer 
behavior in a supermarket during the Chinese New Year 
period using customer analysis techniques. Mane and Lodhi 
[24] study singularly perturbed equations and provide 
numerical solutions using a cubic approach. Zhu et al. [25] 
explore optimal train scheduling, taking carbon emissions 
into consideration. By employing machine learning 
techniques, Zhang et al. [26] develop a super-resolution 
image enhancement approach for morphologically sparse 
areas. Alomari and Massoun [27] utilize the Caputo 
fractional derivative to determine numerical solutions. Wan 
et al. [28] present an optimal solution for retailer warehouse 
operations through allocation arrangement strategies. Yang et 
al. [29] introduce a novel information system based on 
reciprocal accumulation generation operation and vector 
continued fractions. Based on our literature review, 
researchers will discover several intriguing topics to guide 
their future study directions. 

IX. A RELATED INVENTORY MODEL 

    In this section, we review Chiu and Chiu [30] and Chiu et 
al. [31] for solving inventory systems by algebraic 
approaches. First, we recall their objective function and then 
rewrite it in a compact form with several abbreviations to 
simplify the expressions,  
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where we assume five abbreviations as follows, 
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and  
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In the next section, we will present our improvements. 

X. OUR ANALYTICAL APPROACH  

    In this section, we first provide our analytic approach to 
help readers to realize the optimal problem. 
Based on Equation (9.1), we derive the first-order partial 
derivatives, 
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Moreover, we obtain the second-order partial derivatives, 
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and  
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Now, we need an extra condition to claim that 

04 a ,                                  (10.6) 

the reason for the extra condition of Equation (10.6) will be 
self-explained in the following derivations. 
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We compute the determinant of the Hessian matrix, 
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However, if researches refer to Equation (10.7), then they 
will find that it is too difficult to prove that is positive. 
 
We consider another approach to evaluate its quadratic form 
as follows, 
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Based on Equation (10.8) we know that if the pair of critical 
solutions exists, then they are the optimal solution.  
 
Next, we consider the optimal solution through the first 
partial derivation system. We recall Equation (10.1) to 

compute 0Qf  and then we obtain that 
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On the other hand, based on Equation (10.2) to compute 

0nf  and then we find that 
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Based on Equation (10.10), we provide a motivation of our 
extra condition of Equation (10.6) to show that a4 is positive.     
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Therefore, we derive the pair of the optimal solutions in 
Equations (10.11) and (10.12) through analytic methods. 

XI. OUR ALGEBRAIC  METHOD 

    In this section, we will apply algebraic methods to solve 
the minimum problem of Equation (9.1).   
We directly compute that  
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Based on Equation (13.1), the minimum point occurs at 
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and 
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where the minimum value is 

31420 22 aaaaa  ,                (11.4) 

even before the minimum points of Equations (11.3) and 
(11.4) are explicitly derived. 

XII. AN INTERESTING RESEARCH DIRECTION 

    In this section, we will provide a possible direction for the 
future research. We may mimic Tung and Deng [32] to 
improve Ahmed et al. [33] to present an alternative approach 
that will follow the proof procedure of equation (26) in Lin et 
al. [34]. In the Page 4297 of Ahmed et al. [33], the authors 
found three local minimums:  

(i) interior minimum  **
1 ,Tt ; 

(ii) boundary minimum along Tt 1 , to find a local optimal 

solution ,denoted as T
~

, and  

(iii) boundary minimum along 01 t , to find another local 

optimal solution, denoted as T̂ .  
 
We will predict the following two interrelationships among 
these three local minimums: 
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and 
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We are motivated by Tung and Deng [32] that in their 
Theorem 2, they proved that the boundary minimum is larger 
than the interior minimum as 
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We recall that Lin et al. [34] proved if the interior minimum 
existing, then the absolute minimum will be the interior 
minimum. Hence, there are two papers of Tung and Deng [32] 
and Lin et al. [34] have handled the similar problems to show 
the interior minimum is less than the boundary minimum, if 
the interior minimum exists. 

XIII. CONCLUSION 

There are three contributions to our paper. First, we show 
that the tedious discussion of the convexity property by the 
second derivative proposed by Çalışkan [8] is redundant 
since Çalışkan [8] did not solve the zeros of the first 
derivative. Second, we present a detailed examination of the 
first derivative to prove the optimal solution exists and is 
unique. Third, we provide another approximated inventory 
model to simplify the inventory system proposed by Çalışkan 
[8]. We developed three different methods to find the optimal 
solution for our approximated inventory model. A numerical 
example is presented to demonstrate our three approximated 
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solutions are more accurate than that of Çalışkan [8] which is 
Qଵ in our sequenced solution ሺQ୬ሻ, with Q଴ ൌ 0. 
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