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II. THE PRELIMINARY LEMMAS

(H1) k maps [0, 1] to [0,∞) and k is a L1 function defined
on the interval from 0 to 1. Let ω =

∫ 1

0
sα−1k(s)ds < 1.

Definition 2.1 [16]

Iα0+h(t) =
1

Γ(α)

∫ t

0

(t− ρ)α−1h(ρ)dρ, α > 0.

We call the above expression R-L fractional integral of h.
Definition 2.2 [16]

Dα
0+h(t) =

1

Γ(n− α)
(
d

dt
)n
∫ t

0

(t− ρ)n−α−1h(ρ)dρ.

We call the above expression R-L fractional derivative of h.
We denote P is a cone of Banach space E, order relation

generated by the cone P likes P ⊂ E, i.e., ν−µ ∈ P if and
only if µ ≤ ν. we write ν > µ or µ < ν, if µ 6= ν and µ ≤ ν.
We define P to be a normal cone, if there exists a positive
number N satisfies ‖µ‖ ≤ N‖ν‖ for all µ, ν belong to the
set E, θ ≤ µ ≤ ν. We define the order interval between
ν1 and ν2 to be the set [ν1, ν2] = {ν ∈ E|ν1 ≤ ν ≤ ν2}
for ν1, ν2 ∈ E. The operator T maps the set E to the set
E, If µ ≤ ν, we say T is increasing (decreasing), if Tµ ≤
Tν (Tµ ≥ Tν).

We define µ ∼ ν to be an equivalence relation, if two
positive numbers λ and ϑ satisfy λµ ≤ ν ≤ ϑµ, for µ, ν
belong to the set E. We define Pl to be Pl = {µ ∈ E|µ ∼ l},
in which l > θ. Clearly, Pl ⊂ P and λPl = Pl for all λ > 0.

Definition 2.3 [23] If we choose µi, νi(i = 1, 2) in P and
µ1 ≤ µ2, ν1 ≥ ν2, we say T is mixed monotone operator
T : P × P → P if T (µ1, ν1) ≤ T (µ2, ν2). At this
point, we also say T being monotonically increasing in µ
and monotonically decreasing in ν. If µ belongs to P and
satisfies µ = T (µ, µ), we call T has a fixed point µ.

Theorem 2.4 [23] We use P to stand for a normal cone.
Let T maps the set P × P to the set P, mixed monotone
operator T satisfies the relations below:
(A1) there is l ∈ P, l > θ satisfying T (l, l) ∈ Pl;
(A2) for any µ, ν belong to the set P and γ belongs
to the interval (0, 1), there is ω(γ) ∈ (t, 1] satisfying
T (γµ, γ−1ν) ≥ ω(γ)Tλ(µ, ν).

Then there has a unique function µ∗ ∈ Pl satisfying the
expression µ = T (µ, µ). Moreover, for given µ0, ν0 ∈ Pl,
we construct a set of equations

µm = T (µm−1, νm−1), m can take values of 1, 2, · · ·,

νm = T (νm−1, µm−1), m can take values of 1, 2, · · ·,

then when m→∞, we have µm → µ∗ and νm → µ∗.
Lemma 2.5 [22] Given a continuous function h, the

unique expression φ(t) satisfies the fractional sysytem

Dα
0+φ(t) + h(t) = 0, 0 < t < 1, 1 < α ≤ 2, (3)

φ(1) =

∫ 1

0

k(s)φ(s)ds, φ(0) = 0, (4)

in which φ(t) looks like

φ(t) =

∫ 1

0

H(t, s)h(s)ds, (5)

here
H(t, s) = H1(t, s) +H2(t, s), (6)

H1(t, s) =
1

Γ(α)


tα−1(1− s)α−1 − (t− s)α−1,

0 ≤ s ≤ t ≤ 1,
tα−1(1− s)α−1,

0 ≤ t ≤ s ≤ 1,
(7)

H2(t, s) =
tα−1

1− ω

∫ 1

0

H1(τ, s)k(τ)dτ. (8)

Lemma 2.6 [22] The expression H1(t, s) given by (7)
meets the relationship below

tα−1(1− t)s(1− s)α−1

Γ(α)
≤ H1(t, s) ≤ s(1− s)α−1

Γ(α− 1)
, (9)

∀ t, s ∈ [0, 1].

Denote

kA(s) =

∫ 1

0

H1(τ, s)k(τ)dτ. (10)

Lemma 2.7 [22] Let kA(s) ≥ 0, s ∈ [0, 1], the expression
H(t, s) given by (6) meets:
(i) The function H(t, s) is continuous on the interval t
belongs to the inteval (0, 1) and s belongs to the inteval
(0, 1);
(ii) H(t, s) > 0 for each s, t ∈ (0, 1)× (0, 1);

(iii) H(t, s) ≤ tα−1(1− s)α−1

(1− ω)Γ(α)
for t belongs to the inteval

(0, 1) and s belongs to the inteval (0, 1);

(iv) H(t, s) ≥ tα−1

1− ω

∫ 1

0

H1(τ, s)k(τ)dτ =

kA(s)

1− ω
tα−1 for s, t ∈ [0, 1], here, ω is reflected in

condition (H1).
Proof: (i), (ii) are easy to prove. Here we will not prove

them. For (iii), it is evident by (7) that

H1(t, s) ≤ tα−1(1− s)α−1

Γ(α)
for s, t ∈ [0, 1]. (11)

Thus, by (6),(8) and (11), we have

H(t, s) = H1(t, s) +H2(t, s)

≤ H1(t, s) +
tα−1

1− ω

∫ 1

0

H1(τ, s)k(τ)dτ

≤ (1− s)α−1tα−1

Γ(α)

+
tα−1

1− ω

∫ 1

0

τα−1(1− s)α−1

Γ(α)
k(τ)dτ

=
tα−1(1− s)α−1

(1− ω)Γ(α)
.

(12)

On the other hand, taking into account Lemma 2.5, expres-
sion of H(t, s), one gets

H(t, s) = H1(t, s) +H2(t, s)

≥ H2(t, s) =
tα−1

1− ω

∫ 1

0

H1(τ, s)k(τ)dτ

=
kA(s)

1− ω
tα−1.

(13)

Lemma 2.8 There is a unique function φ(t) satisfying the
fractional switched system

Dβ
0+ϕp(D

α
0+φ(t)) + λp−1fσ(t)(t, φ(t), φ(t)) = 0, (14)

t ∈ J = [0, 1],
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Dα
0+φ(0) = 0, φ(0) = 0, φ(1) =

∫ 1

0

k(s)φ(s)ds, (15)

where φ is like this

φ(t) = λ
∫ 1

0
H(t, s)ϕq

(
1

Γ(β)

∫ s
0

(s− τ)β−1

fσ(τ)(τ, φ(τ), φ(τ))dτ
)
ds,

(16)

the function H(t, s) is given by relationship (6).
Proof: From the system (14), (15), we get

ϕp(D
α
0+φ(t))

= −λp−1 1
Γ(β)

∫ t
0
(t− s)β−1fσ(s)(s, φ(s), φ(s))ds+ C0.

Furthermore, the boundary condition Dα
0+φ(0) = 0 implies

that C0 = 0. Thus, we have

ϕp(D
α
0+φ(t))

= −λp−1 1
Γ(β)

∫ t
0
(t− s)β−1fσ(s)(s, φ(s), φ(s))ds,

this is equivalent to

Dα
0+φ(t)

= −λϕq
(

1
Γ(β)

∫ t
0
(t− s)β−1fσ(s)(s, φ(s), φ(s))ds

)
.
(17)

Considering the above equation (17), boundary condition
(15) and Lemma 2.7, one can acquire the result of Lemma
2.8.

III. MAIN RESULTS

Under the standard norm

‖φ‖ = max
0≤t≤1

|φ(t)|,

continuous function on the interval [0, 1] defined as E is a
Banach space. Mark P the normal cone by

P = {φ ∈ C[0, 1]|φ(t) ≥ 0, t belongs to the interval [0, 1]}.

Select any two quantities φ, ψ in space C[0, 1], the expression
φ ≤ ψ is equivalent to φ(t) ≤ ψ(t), when t takes value in
the range of 0 to 1.

Theorem 3.1 Let (H1) is true and
(H2) fi : [0, 1] × [0,+∞) × [0,+∞) → [0,+∞) are

continuous, fi(t, φ, ψ) is increasing in φ, when φ taking
value in the range of 0 to +∞, for fixed t taking value
in the range of 0 to 1 and ψ taking value in the range of 0 to
+∞, decreasing in ψ taking value in the range of 0 to +∞,
for fixed t taking value in the range of 0 to 1 and φ taking
value in the range of 0 to +∞, for the value of i takes value
in the range of 0 to N.

(H3) fi(t, 0, 1) 6= 0, fi(t, 1, 0) 6=
0, if t belongs to the interval [0, 1], for i taking value
in the range of 1 to N ;

(H4) choose any γ from 0 to 1, there exists a constant
ω(γ) in the interval from γ to 1 meets the relationship

fi(t, γφ, γ
−1ψ) ≥ (ω(γ))p−1fi(t, φ, ψ),

for all t in the interval [0, 1], φ, ψ in the interval [0,+∞).
Thus for any positive parameter λ, there exists a unique
positive function φ∗λ belonging to Pl,satisfies the fractional
switched system (1), (2), here l(t) = tα−1, t belongs to the
interval [0, 1]. Moreover, choose any φ0, ψ0 from the interval
Pl, denote

φn+1(t) = λ
∫ 1

0
H(t, s)ϕq

(
1

Γ(β)

∫ s
0

(s− τ)β−1

fσ(τ)(τ, φn(τ), ψn(τ))dτ
)
ds, n = 0, 1, 2, · · ·,

ψn+1(t) = λ
∫ 1

0
H(t, s)ϕq

(
1

Γ(β)

∫ s
0

(s− τ)β−1

fσ(τ)(τ, ψn(τ), φn(τ))dτ
)
ds, n = 0, 1, 2, · · ·,

there are

φn(t) converge to φ∗λ(t), ψn(t) converge to φ∗λ(t), (n→∞),

we can find H(t, s) from Lemma 2.5.
Proof: As we know, the expression φ(t) satisfies the

fractional switched system (1),(2) is equivalent to the fol-
lowing

φ(t) = λ
∫ 1

0
H(t, s)ϕq

(
1

Γ(β)

∫ s
0

(s− τ)β−1

fσ(τ)(τ, φ(τ), ψ(τ))dτ
)
ds,

we can find H(t, s) from Lemma 2.5. For any φ, ψ belongs
to set P, we write

Tλ(φ, ψ)(t) = λ
∫ 1

0
H(t, s)

ϕq
(

1
Γ(β)

∫ s
0

(s− τ)β−1fσ(τ)(τ, φ(τ), ψ(τ))dτ
)
ds.

(18)
From the condition (H2) and the equation (18), for any i =
1, 2, φi, ψi belongs to set P, and φ1 ≥ φ2, ψ1 ≤ ψ2, there
are

λ
∫ 1

0
H(t, s)

ϕq
(

1
Γ(β)

∫ s
0

(s− τ)β−1fi(τ, φ1(τ), ψ1(τ))dτ
)
ds

≥ λ
∫ 1

0
H(t, s)

ϕq
(

1
Γ(β)

∫ s
0

(s− τ)β−1fi(τ, φ2(τ), ψ2(τ))dτ
)
ds,

i = 1, 2, · · · , N,
so we have

Tλ(φ1, ψ1)(t) ≥ Tλ(φ2, ψ2)(t),

this equals
Tλ(φ1, ψ1) ≥ Tλ(φ2, ψ2).

From this, we can conclude that Tλ is a mixed monotone
operator, here Tλ maps the set P × P to the set P..

In fact, Tλ meets all the requirements of the Theorem 2.4.
Next we will prove it, for any φ, ψ belong to the set P and
γ belongs to the interval (0, 1), one can get

λ
∫ 1

0
H(t, s)

ϕq
(

1
Γ(β)

∫ s
0

(s− τ)β−1fi(τ, γφ(τ), γ−1ψ(τ))dτ
)
ds

≥ λ
∫ 1

0
H(t, s)

ϕq
(

1
Γ(β)

∫ s
0

(s− τ)β−1(ω(γ))p−1fi(τ, φ(τ), ψ(τ))dτ
)
ds,

= λω(γ)
∫ 1

0
H(t, s)

ϕq
(

1
Γ(β)

∫ s
0

(s− τ)β−1fi(τ, φ(τ), ψ(τ))dτ
)
ds,

here i takes value in the range of 1 to N. so one has

Tλ(γφ, γ−1ψ)(t) ≥ ω(γ)Tλ(φ, ψ)(t),

it means that

Tλ(γφ, γ−1ψ) ≥ ω(γ)Tλ(φ, ψ)

for any φ, ψ belong to the set P and γ belongs to the interval
(0, 1). So, the requirement (A2) of Theorem 2.4 can be
satisfied. Then, according to the conditions (H1), (H2) and
the conclusion of the Lemma 2.7, we can derive∫ 1

0
H(t, s)

ϕq
(

1
Γ(β)

∫ s
0

(s− τ)β−1fi(τ, l(τ), l(τ))dτ
)
ds

≥ 1
1−ω t

α−1
∫ 1

0
kA(s)

ϕq
(

1
Γ(β)

∫ s
0

(s− τ)β−1fi(τ, 0, 1)dτ
)
ds,
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here i takes value in the range of 1 to N. On the contrary,
according to the condition (H2) and the conclusion of the
Lemma 2.7, for any t takes value in the range of 0 to 1 and
i = 1, 2, · · · , N, we can derive∫ 1

0
H(t, s)

ϕq
(

1
Γ(β)

∫ s
0

(s− τ)β−1fi(τ, l(τ), l(τ))dτ
)
ds

≤ 1
(1−ω)Γ(α) t

α−1
∫ 1

0
(1− s)α−1

ϕq
(

1
Γ(β)

∫ s
0

(s− τ)β−1fi(τ, 1, 0)dτ
)
ds,

here i takes value in the range of 1 to N. For i taking value
from 1 to N, let

mi =
1

(1− ω)Γ(α)

∫ 1

0

(1− s)α−1

ϕq
(

1
Γ(β)

∫ s
0

(s− τ)β−1fi(τ, 1, 0)dτ
)
ds,

(19)

ni =
1

1− ω

∫ 1

0

kA(s)

ϕq
(

1
Γ(β)

∫ s
0

(s− τ)β−1fi(τ, 0, 1)dτ
)
ds.

(20)

Conditions fi(t, 0, 1) 6= 0, fi(t, 1, 0) 6= 0 imply that∫ 1

0
(1− s)α−1ϕq

(
1

Γ(β)∫ s
0

(s− τ)β−1fi(τ, 1, 0)dτ
)
ds

> 0,∫ 1

0
kA(s)ϕq

(
1

Γ(β)∫ s
0

(s− τ)β−1fi(τ, 0, 1)dτ
)
ds

> 0.

(21)

Thus,
mi > 0, ni > 0, (22)

here the value of i ranges from 1 to N. Set
n = min{ni, here the value of i ranges from 1 to N}

and
m = max{mi, here the value of i ranges from 1 to N},

we have n > 0 and m > 0. Therefore,

λnl(t) ≤ Tλ(l, l) ≤ λml(t), (23)

this means that
Tλ(l, l) ∈ Pl. (24)

Then the requirement (A1) of Theorem 2.4 can be satisfied.
Then, from the conclusion of Theorem 2.4, we can find
a unique φ∗λ belongs to the set Pl, here φ∗λ meets the
relationship Tλ(φ∗λ, φ

∗
λ) = φ∗λ, we can conclude that the

unique positive function φ∗λ satisfies the switched system
(1), (2). For the value φ0, ψ0 belongs to the set Ptα−1 , we
establish the sequence

φn+1 = Tλ(φn, ψn), n = 0, 1, 2, · · ·,

ψn+1 = Tλ(ψn, φn), n = 0, 1, 2, · · ·,

one can derive
φn converge to φ∗λ,

ψn converge to φ∗λ, (n converge to ∞),

i.e.,
φn+1(t)

= λ
∫ 1

0
H(t, s)ϕq

(
1

Γ(β)

∫ s
0

(s− τ)β−1

fσ(τ)(τ, φn(τ), ψn(τ))dτ
)
ds,

→ φ∗λ(t), n→∞,

ψn+1(t)

= λ
∫ 1

0
H(t, s)ϕq

(
1

Γ(β)

∫ s
0

(s− τ)β−1

fσ(τ)(τ, ψn(τ), φn(τ))dτ
)
ds,

→ φ∗λ(t), n→∞.

This result is proved.
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