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Abstract—This paper solves the cooperative fault-tolerant
control (CFTC) issue for linear multi-agent systems (MASs)
with actuator faults and state delays. First, in view of the
difficulties existing in the system such as actuator failure and
compound interference, an adaptive fault-tolerant controller
and the corresponding parameter updating laws are designed.
Then, state delays in the systems are eliminated by com-
bining Lyapunov-Krasovskii functional (LKF) and the Young
inequality. In addition, an event-triggered strategy is proposed
according to system characteristics, which greatly reduces the
communication resources consumption. It is proved that the
designed control scheme ensures that the closed-loop signals are
uniformly bounded, and the tracking errors of all subsystems
steadily converge to zero. Finally, the simulation results assess
the feasibility of the control strategy.

Index Terms—Multi-agent systems, Event-triggered strategy,
State delays, Cooperative fault-tolerant control, Actuator faults

I. INTRODUCTION

MULTI-AGENT systems with autonomy, distribution
and coordination capacities have become a frontier

area of control research in the last few years. It has broad
application prospects in numerous domains, such as satellite
flight [1], wireless sensor networks [2], and traffic control
[3], which have been intensively researched by numerous
scholars in recent years. However, actuator failures will
inevitably occur due to the large scale of MASs, thereby
seriously affecting the security and stability of the system.
Based on the aforementioned problems, various techniques,
including fault compensation, fault estimation and isolation
have been presented to realize fault-tolerant control (FTC) of
the system. For instance, adaptive fault-tolerant controllers
in [4]-[6] were proposed to compensate for actuator faults
and parameter uncertainties. The work in [7] considered the
convergence fault estimation of the system based on the
convergence theorem of the average estimation sequence of
differential equations. Additionally, the static compensation
decoupling method in [8] was frequently employed to tackle
the issue of multiple fault detection in linear systems.

It should be noted that the signals from the controller in the
above results were constantly updated, which wasted a lot of
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communication resources and increased computational effort.
Thus, event-triggered mechanisms were widely employed in
control systems [9]-[10]. According to the different control
inputs, three different updating strategies were given to han-
dle non-deterministic nonlinear systems [11]. Furthermore,
event-triggered mechanisms have also been applied to MASs
with leaderless [12] and those with leader following [13].
On this basis, an event-driven distributed adaptive control
method was introduced for a distributed MAS [14], and
the given protocol was completely distributed and scalable,
and moreover, it was completely independent of any global
information regarding the network topology. In the following
study, the authors generalized the event-triggered mechanism
to a discrete random system [15]-[16] with input nonlinearity
by applying relaxation matrix variables, filter transfer func-
tions and other methods. It is important to note that despite
the existence of some academic findings on event-triggered
mechanisms, these results did not address the impact of time
delays on system stability.

In fact, time delays widely exist in practical control sys-
tems. The research results indicate that time-varying delays
can seriously affect the safety and stability of control sys-
tems. Consequently, the studies on linear time-varying delay
systems have yielded considerable results in recent years. It
is well known that LKF is a useful means of ensuring the sta-
bility of time delays systems [17]. However, for satisfying the
system stability condition, the LKF method usually requires
a more conservative estimation of the dynamic characteristic
of the system. For this reason, many effective methods have
been proposed to obtain less conservative stability condi-
tions. Specifically, the approaches of augmented Lyapunov
functional and Wirtinger-type inequalities were applied in
[18]-[19]. Besides, the estimation of time-varying delays in
linear systems was considered in [20] based on two different
strategies, including mutual convexity methods and integral
inequalities, and there were also results for interval time-
varying delays systems [21]-[22], which gave strategies for
delay range partitioning (DRP). Although the methods for
dealing with time-varying delays are very mature, relatively
little work has been done in MASs, especially when actuator
failures that are common in the system need to be considered
simultaneously. Thus motivating our current investigation.

Inspired by the above discussion, to quickly resolve dif-
ficulties such as actuator failures and time-varying delays,
while avoiding continuous updating of signals, we propose an
effective CFTC scheme. In addition, compared with results
already available, the main contributions made are organized
as follows:

1) This paper extends the control system [4] and [7]

IAENG International Journal of Applied Mathematics

Volume 55, Issue 5, May 2025, Pages 1028-1034

 
______________________________________________________________________________________ 



to MASs by using relevant state information passed by
neighboring nodes. The presented CFTC strategy aims to
incorporate the corresponding parameter updating laws to
compensate for unknown fault disturbances, thus achieving
the boundedness of closed-loop signals and make the error
of each subsystem gradually converge to zero.

2) Different from the conventional strategy in [4], [5], [6],
the ETC protocol is proposed to minimize the computational
requirements of the communication process, and the Zeno
behavior can be effectively avoided.

3) Compared to FTC methods in [4], [5] and [17], this
article also studies the negative influence of state time-
varying delays on MASs. By invoking LKF and designing the
corresponding adaptive cooperative controller, the problem
of poor dynamic performance caused by time delays is
effectively solved.

This paper is organized as follows. Section II presents
the graph theory of MASs, some basic assumptions and
the devising of fault-tolerant controller. Next, the feasibility
analysis of the given control strategy is presented in Section
III. An illustrative example is given in Section IV. Finally,
Section V draws the conclusion.

II. PROBLEM STATEMENT AND PRELIMINARIES

A. Graph Theory

Let G(ϑ,J ,A) represent a directed graph with N nodes
ϑ = {v1, v2, . . . , vN}. where J ⊆ ϑ×ϑ refers to a group of
edges, and the associated adjacency matrix is denoted by
A = [rij ] ∈ RN×N . When G is undirected, the matrix
A is symmetric. If node i and node j can communicate
information, then rij > 0, or else, rij = 0. In particular,
when rij = rji for any vi, vj ∈ ϑ, it indicates that at least
one path exists, that is, the graph G is undirectedly connected.
The degree matrix S is defined as S = diag(si) ∈ RN×N

with si =
∑N

j=1 rij , so the Laplace matrix is formulated as
L = S − A. Furthermore, F = diag(r10, r20, . . . , rN0) is
the leader adjacency matrix, where ri0 > 0 if node vi is able
to acquire leader information, or else, ri0 = 0.

B. Problem Statement

Consider the following MASs with a leader, and the
dynamics of the leader is represented as

ẋ0(t) = Ax0(t) (1)

where x0(t) ∈ Rn denote the state of the leader.
Furthermore, the dynamic equation for agent i is given by

ẋi(t) =Axi(t) +Bddi(t) +B (ui(t) + usi(t))

+Bτxi(t− τi(t)), i = 1, 2, · · · , N
(2)

where the states of the follower and the actuator input for
later design are represented by xi(t) ∈ Rn and ui(t) ∈ Rm,
usi(t) ∈ Rm indicates the unknown actuator stuck fault,
di(t) ∈ Rl stands for unknown interference. In particular,
both usi(t) and di(t) are bounded. A, B, Bd and Bτ are
defined as coefficient matrices with appropriate dimensions.
Then, we set

Bτ = BG,Bd = BF (3)

where G,F are denoted as known constant matrices. Further-
more, the time-varying delays τi(t) meet 0 ≤ τi(t) ≤ τ∗i ,

τ̇i(t) ≤ τ̄i ≤ 1, i = 1, 2, . . . , N , and xi(t) = φi(t),
t ∈ [−τ∗0 , 0] represents the initial condition, in which
τ∗0 = max1≤i≤N {τ∗i }.

Remark 1. Notably, the FTC issue presented in [5] failed
to take into account the impact of state time-varying delays
on MASs. Meanwhile, continuous signal updates will also
impose a significant overload on the system.

C. Communication Topology and Basic Assumptions

Assuming that the controller design can only use the
state information of adjacent subsystems, the neighborhood
tracking error of the ith follower ei(t) is denoted as

ei(t) =
∑
j∈Ni

aij(xi(t)− xj(t)) + gi(xi(t)− x0(t)) (4)

Next, for the convenience of subsequent discussions, we
introduce the following basic Assumptions and Lemmas:

Assumption 1 [23]: Suppose that the graph G is undirect-
edly and connected, then it can be shown that at least one
follower (2) gets signals from the leader (1).

Lemma 1 [23]: Assume that Assumption 1 is valid.
Consequently, the matrix H = L+ G is positive definite.

Since only certain agents possess access to the leader
dynamics, the ultimate control objective of this article is
to propose a CFTC strategy with the help of local state
information about neighboring nodes. Even if state delays,
actuator failures and external interferences occur during
system operation, all follower states can asymptotically track
the leader, that is to say, limt→∞ ∥xi(t)− x0(t)∥ = 0, for
i = 1, 2, . . . , N .

Assumption 2 [5]: Stuck faults and external disturbances
are both bounded continuous functions, which means that
∥usi∥ ≤ ūsi and ∥di(t)∥ ≤ d̄i, i = 1, 2, . . . , N .

Lemma 2 [5]: There is a positive constant µi such that∥∥eTi PBBTPei
∥∥ ≥ µi

∥∥eTi PB
∥∥2 (5)

Remark 2: It is clear at this point that Assumption 1 and
Lemma 1 are standard, that is, the leader is the source of
information for all nodes. Besides, Assumption 2 indicates
that the external disturbances and stuck faults to each agent
are bounded. Finally, Lemma 2 provides an inequality scaling
condition for system stability.

Furthermore, choosing an appropriate positive definite
matrix P makes it satisfy the Riccati inequality

ATP + PA− 2cλiPBBTP +
1

β
In < 0 (6)

where λi represents the ith eigenvalue of L + G, β is a
positive design constant.

Proof : Inspired by Wang et al. [5], there exists a solution
P > 0 that makes (7) holds

ATP + PA+Q− PBBTP = 0 (7)

where Q ∈ Rn×n denotes the positive definite matrix.
In particular, we define λi for i = 1, 2, . . . , N meeting

0 < λ1 ≤ λ2 ≤ · · · ≤ λN , and one can obtain

ATP+ PA− 2cλiPBBTP =−Q− (2cλi− 1)PBBTP
(8)

Thus, inequality (5) is guaranteed to be satisfied by select-
ing a constant c greater than zero such that c > 1

2λi
and a

sufficiently large constant β. Then, the proof is completed.
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D. Event-Triggered Adaptive Fault-Tolerant Control Design

Within this section, the collaborative fault-tolerant con-
troller is described as

αi(t) = (cK0 +Ki1(t) +Ki2(t)) ei(t) (9)

where c indicates the coupling strength and c > 1
2λmin(H) .

Set the following event-triggered mechanism

ui (t) = αi (tk) ,∀t ∈ [tk, tk+1)

tk+1 = inf
{
t ∈ R+ : |αij(t)− uij(t)| ≥ Eij

} (10)

where αi = [αi1, αi2, . . . , αim]T , Eij , j = 1, 2, . . . ,m
indicate the fixed threshold that will be given later. tk is
the controller update time, that is, when (10) is triggered,
then the time tk is updated to tk+1. In the meantime, the
controller u(tk+1) will be used in the system.

Specially, if |αij(t)− uij(t)| ≤ Eij for j = 1, 2, . . . ,m,
there exists a positive time-varying parameter ωij fulfilling
|ωij(tk)| = 0, |ωij(tk+1)| = 1 and |ωij(t)| ≤ 1, it leads to

αi(t) = ui(t) + χi(t) (11)

where χi = [ωi1Ei1, ωi2Ei2, . . . , ωimEim]
T and ∥χi∥ ≤

E∗
i , with E∗

i being an unknown constant.
Without loss of generality, it can be shown that∥∥∥∥∥

N∑
i=1

Gx0(t)

∥∥∥∥∥ ≤ D̄0 (12)

where D̄0 > 0 is a constant.
Besides, for a positive parameter ki1, let

r0G
2

4χi(1− τi)
= µiki1 (13)

and there also exists a positive parameter ki2 such that∥∥∥∥∥usi(t) + Fdi(t)− χi +
N∑
i=1

Gx0(t)

∥∥∥∥∥
≤ ūsi + ∥F∥ d̄i + E∗

i + D̄0 ≤ µiki2

(14)

Then, the controller gains K0,Ki1(t),Ki2(t) are chosen
as

K0 = −BTP

Ki1(t) = −k̂i1B
TP

Ki2(t) =
−k̂i2B

TP∥∥eTi PB
∥∥ k̂i2 + σi(t)

(15)

where k̂i1 k̂i2 are the estimates of ki1, ki2, σi(t) > 0 is a
uniformly bounded continuous function satisfying

lim
t→∞

∫ t

t0

σi (τ) dτ ≤ σ̄i < ∞ (16)

where σ̄i > 0, and the parameter update laws are given by
˙̂
ki1 = −γi1σik̂i1 + γi1

∥∥eTi PB
∥∥2

˙̂
ki2 = −γi2σik̂i2 + γi2

∥∥eTi PB
∥∥ (17)

where γi,1, γi,2 represent positive constants, and k̃i1(t) =
k̂i1(t)− ki1(t), k̃i2(t) = k̂i2(t)− ki2(t), i = 1, 2, . . . , N .

Therefore, the closed-loop dynamics of agent i is described
as

ẋi(t) =Axi +Bddi +Busi +BGxi(t− τi)

+B ((cK0 +Ki1 +Ki2)ei(t)− χi)
(18)

E. Error Dynamic Systems

Define the dynamic error δi(t) = xi(t) − x0(t), which is
given by (1), (2) and (18) that

δ̇i(t) =Aδi +Bddi +Busi +BGxi(t− τi)

+B((cK0 +Ki1 +Ki2)ei(t)− χi)
(19)

Furthermore, to acquire the tracking error for the entire
system, let

e = [eT1 , e
T
2 , . . . , e

T
N ]T ,

D̄ =
[
FdT1 , FdT2 , . . . , FdTN

]T
,

ϕs =
[
usT1 , us

T
2 , . . . , us

T
N

]T
,

χ = [χ1, χ2, . . . , χN ]
T
,

K1 = [K11e1,K21e2, . . . ,KN1eN ]
T
,

K2 = [K12e1,K22e2, . . . ,KN2eN ]
T
,

δ(t) = [δT1 (t), δ
T
2 (t), · · · , δTN (t)]T ,

T̄ = [x1(t− τ1(t)), x2(t− τ2(t)), . . ., xN (t− τN (t))]T

(20)

Afterwards, the global dynamic error can be easily to get
that

δ̇ =(IN ⊗A+ cH ⊗BK0) δ

+ (IN⊗B)(D̄ + ϕs +GT̄ +K1 +K2 − χ)
(21)

III. STABILITY ANALYSIS

This section describes the application of AFTC methods
(9)-(11), (15) and (17) to the leader-follower graph under the
event-triggered mechanism, and provides an explanation.

Theorem 1: For MASs (1) and (2) that meet Assumptions
1-3, based on the designed controllers (9), the solution of
the closed-loop system is guaranteed to be bounded and
the tracking error of the system tends to zero. Moreover,
to minimize the amount of updates to the control signal, a
generalized fixed-threshold method is offered, which avoids
the Zeno phenomenon and achieves the purpose of saving
resources.

proof : Design the following Lyapunov-Krasovskii func-
tion V (t) as

V (t) =
1

2
δT (H ⊗ P ) δ+

1

2

N∑
i=1

µi

(
γ−1
i1 k̃2i1+ γ−1

i2 k̃
2
i2

)
+

N∑
i=1

χir
−1
0

∫ t

t−τi

δT (s)δ(s)ds

(22)

From (15) and (21), one can obtain

V̇ =
1

2
δT

(
H ⊗ (ATP + PA)− 2cH2 ⊗ PBBTP

)
δ

+ δT (H ⊗ PB) (D̄+ ϕs+GT̄+K1+K2 − χ)

+

N∑
i=1

µi

(
γ−1
i1 k̃i1

˙̃
ki1+ γ−1

i2 k̃i2
˙̃
ki2

)
+

N∑
i=1

χir
−1
0 ∥δi∥2

−
N∑
i=1

χir
−1
0 (1− τ̇i(t)) ∥δ(t− τi)∥2

(23)
Besides, with the help of the neighborhood tracking

error (4) and the definition of δi, we infer that ei =∑
j∈Ni

aij (δi − δj) + giδi, e = (H ⊗ In) δ. Meanwhile, it
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can be observed that δT (H ⊗ In) (IN ⊗ PB) = eT (IN ⊗
PB), then it gives

V̇ =
1

2
δT

(
H ⊗ (ATP + PA)− 2cH2 ⊗ PBBTP

)
δ

+
N∑
i=1

eTi PBKi1ei +
N∑
i=1

eTi PBKi2ei

+
N∑
i=1

eTi PB
(
D̄ + ϕs − χ

)
+

N∑
i=1

eTi PBGxi(t− τi)

+
N∑
i=1

µi

(
γ−1
i1 k̃i1

˙̃
ki1+ γ−1

i2 k̃i2
˙̃
ki2

)
+

N∑
i=1

λir
−1
0 ∥δi∥2

−
N∑
i=1

λir
−1
0 (1− τ̇i(t)) ∥δ(t− τi)∥2

(24)
Combining with (15) and Assumption 3, one can get

V̇ ≤1

2
δT

(
H ⊗ (ATP + PA)− 2cH2 ⊗ PBBTP

)
δ

−
N∑
i=1

k̂2i2e
T
i PBBTPei∥∥eTi PB

∥∥ k̂i2+ σi

−
N∑
i=1

k̂i1e
T
i PBBTPei

+

N∑
i=1

∣∣eTi PB
∣∣ ∣∣D̄ + ϕs − χ+Gx0(t)

∣∣
+

N∑
i=1

µi

(
γ−1
i1 k̃i1

˙̃
ki1 + γ−1

i2 k̃i2
˙̃
ki2

)
+

N∑
i=1

λir
−1
0 ∥δi∥2 +

N∑
i=1

eTi PBGδ(t− τi)

−
N∑
i=1

λir
−1
0 (1− τ̇i(t)) ∥δ(t− τi)∥2

(25)

Considering the positive definite condition for the ma-
trix H in Lemma 1, we can clearly get that UTHU =
diag {λ1, λ2, · · · , λN} holds. Therefore, a state transfor-
mation is defined as ϵ = (UT ⊗ In)δ with ϵ =[
ϵT1 , ϵ

T
2 , . . . , ϵ

T
N

]T
. Next, there has

∥∥eTi PB
∥∥Gδ(t− τi) ≤

r0G
2

4λi(1− τi)

∥∥eTi PB
∥∥2

+
(1− τ̄i)λi

r0
∥δ(t− τi)∥2

(26)

Accordingly, substituting (13), (14) and (26) into (25), it
is true that

V̇ ≤1

2

N∑
i=1

λiϵ
T
i

(
ATP+ PA− 2cλiPBBTP+

I

r0

)
ϵi

−
N∑
i=1

µik̂
2
i2

∥∥eTi PB
∥∥2∥∥eTi PB

∥∥ k̂i2+ σi

−
N∑
i=1

µik̂i1
∥∥eTi PB

∥∥2
+

N∑
i=1

µiki1
∥∥eTi PB

∥∥2 + N∑
i=1

µiki2
∥∥eTi PB

∥∥
+

N∑
i=1

µi

(
γ−1
i1 k̃i1

˙̃
ki1 + γ−1

i2 k̃i2
˙̃
ki2

)
(27)

Moreover, on account of (17) and (27) yields

V̇ ≤1

2

N∑
i=1

λiϵ
T
i

(
ATP+ PA− 2cλiPBBTP+

I

r0

)
ϵi

−
N∑
i=1

µik̂
2
i2

∥∥eTi PB
∥∥2∥∥eTi PB

∥∥ k̂i2+ σi

−
N∑
i=1

µik̂i1
∥∥eTi PB

∥∥2
+

N∑
i=1

µiki1
∥∥eTi PB

∥∥2+ N∑
i=1

µiki2
∥∥eTi PB

∥∥
+

N∑
i=1

µik̃i2
∥∥eTi PB

∥∥+ N∑
i=1

µik̃i1
∥∥eTi PB

∥∥2
+

N∑
i=1

µiσi

(
−k̃i1k̂i1 − k̃i2k̂i2

)
(28)

Obviously, we arrive at

N∑
i=1

µi

∥∥eTi PB
∥∥ (ki2 + k̃i2)−

N∑
i=1

µik̂
2
i2

∥∥eTi PB
∥∥∥∥eTi PB

∥∥ k̂i2+ σi

=
N∑
i=1

µiσiki2
∥∥eTi PB

∥∥∥∥eTi PB
∥∥ k̂i2 + σi

≤
N∑
i=1

µiσi

(29)

and
N∑
i=1

µi

∥∥eTi PB
∥∥2 (ki1 − k̂i1 + k̃i1

)
= 0 (30)

Then, it also implies

V̇ ≤1

2

N∑
i=1

λiϵ
T
i

(
ATP+ PA− 2cλiPBBTP+

I

r0

)
ϵi

+
N∑
i=1

µiσi

(
−k̃i1k̂i1 − k̃i2k̂i2 + 1

) (31)

Invoking the inequality constraint equation yields

0 ≤ pq

p+ q
≤ a, ∀p, q > 0

− k̃i1k̂i1 ≤ −k̃i1

(
k̃i1 + ki1

)
≤ 1

4
k2i1

− k̃i2k̂i2 ≤ −k̃i2

(
k̃i2 + ki2

)
≤ 1

4
k2i2

(32)

and denote Q as a positive definite matrix satisfying −Q =
ATP+PA−PBBTP+ 1

r0
I . Consequently, it readily follows

that

V̇ ≤ −1

2
λmin(Q)min1≤j≤N {λj} ∥δ∥2 +

N∑
i=1

σiκi (33)

where the minimum eigenvalue of matrix Q is expressed as
λmin(Q), and κi = µi(

k2
i1

4 +
k2
i2

4 + 1).
Set δ̃ = [δT , k̃i1, k̃i2]

T , according to (22), we find that

V (δ̃) ≥1

2
λmin(P ) ∥δ∥2 + 1

2

N∑
i=1

µiγ
−1
i1 k̃2i1

+
1

2

N∑
i=1

µiγ
−1
i2 k̃2i2 ≥ ζ̃0

∥∥∥δ̃∥∥∥2 (34)
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where ζ̃0 = min
{

1
2λmin(P ), 1

2µiγ
−1
i1 , 1

2µiγ
−1
i2

}
for i =

1, 2, . . . , N . When t > t0, it becomes

0 ≤ ζ̃0

∥∥∥δ̃∥∥∥2 ≤ V (δ̃) = V (δ̃(t0)) +

∫ t

t0

V̇ (δ̃(s))ds

≤ V (δ̃(t0))−
1

2

∫ t

t0

λmin(Q)min1≤j≤Nλj ∥δ(s)∥2ds

+
N∑
i=1

σ̄iκi ≤ V (δ̃(t0)) +
N∑
i=1

σ̄iκi

(35)
This indicates that the solution of the system (18) is

globally uniformly and ultimately bounded, and we can
summarise that 1

2

∫ t

t0
λmin(Q)min1≤j≤Nλj ∥δ(s)∥2 ds ≤

V (δ̃(t0)) +
∑N

i=1 σ̄iκi. Because δ̃ is uniformly bounded,
thus the δ and δ̇ are uniformly bounded. Besides, δ
is uniformly continuous. Then, according to (35),
it follows that 1

2λmin(Q)min1≤j≤Nλj ∥δ(s)∥2 is
also uniformly continuous. Finally, we can obtain
limt→∞ λmin(Q)min1≤j≤N {λj} ∥δ(s)∥2 ds = 0, that
is, limt→∞ ∥δi∥ = limt→∞ ∥xi(t)− x0(t)∥ = 0, i =
1, 2, . . . , N . That completes the proof.

In addition, we can find an upper bound t̄ that satisfies
tk+1 − tk > t̄,∀k ∈ z+.

Proof : From (9), we can obtain

α̇ =
∂α

∂δ
δ̇ +

∂α

∂k̂i1

˙̂
ki1 +

∂α

∂k̂i2

˙̂
ki2 +

∂α

∂σ
σ̇ (36)

According to the above proof, it is obtained that δ , k̂i1 and
k̂i2 are uniformly bounded and continuous. Because σi(t) is
a uniformly bounded continuous function, therefore α is also
uniformly bounded and continuous, that is |α̇| ≤ ξ, where
ξ is a constant independent of time. In accordance with the
event-triggered mechanism (10), the subsequent result (37)
holds

|α̇ij(t)− u̇ij(t)| ≤ |α̇ij | ≤ ξ (37)

Then, let Rij(t) = αij(t) − uij(t). By observing that
Rij(tk) = 0 and limt→tk+1

Rij(t) = Eij , i = 1, 2, . . . , N ,
j = 1, 2, . . . ,m. Therefore, it is straightforward to derive
the time interval t̄i is satisfied t̄i ≥ Eij/ξ and t̄ =
min {t̄1, t̄2, . . . , t̄m}. At last, determining that tk+1− tk > t̄,
∀k ∈ z+, it shows that the Zeno behavior is avoidable.
Hereby, the proof is complete.

IV. SIMULATION STUDIES

Ultimately, an example is presented to demonstrate the
applicability of the devised control strategy. The network
topology depicted in Fig. 1 is comprised of a leader and
four followers. Specifically, node 0 denotes the leader, and
nodes 1-4 act as the followers.

First, we consider selecting the following system

A =


−0.6803 0.0002 −0.1049 0
−0.1463 −0.0062 −4.6726 −9.7942
1.0050 −0.0006 −0.5717 0

1 0 0 0



B =


−1.5539 0.0154 −0.1556

0 1.3287 0.2
0 0 0
0 0 0



Fig. 1: Undirect communication topology

Based on (5), the positive definite matrix P can be solved
as

P =


1.7961 −0.4256 1.2756 3.4834
−0.4256 0.5505 −0.7594 −1.7481
1.2756 −0.7594 2.4475 3.4178
3.4834 −1.7481 3.4178 11.1629


Accordingly, the other parameters of the MASs are taken

as σ1(t) = 5e−0.001t, σ2(t) = σ3(t) = σ4(t) = 2e−0.005t,
r11 = r32 = 15, r12 = r21 = r31 = r41 = r42 = 10,
r22 = 5. F = [1; 0; 0], G = [0.1, 0, 0, 0; 0, 0, 0, 0; 0, 0, 0, 0],
τ1 = τ2 = τ3 = τ4 = 0.2 + 0.5sin(0.5t), c = 5.4.
The initial values are given by x0 = [10;−9; 1; 0]T ,
x1(0) = [5;−5; 2; 1; 1; 0.8]T , x2(0) = [5;−5; 2; 1; 1; 0]T ,
x3(0) = [5;−5; 2; 1; 1; 0.6]T , x4(0) = [5; 0.5; 2; 1; 1; 0.8]T .
The external interferences are determined to be d1 =
d2 = d3 = d4 = 0.05sin(t). The stuck faults are set as
us1 = [0; 0; 2 + 0.01sin(t)], us2 = [0; 0; 5 + 0.05sin(t)],
us3 = [0; 0; 3 + 0.01sin(t)], us4 = [0; 0; 3 + 0.02sin(t)], and
the fixed thresholds are established as E1 = E3 = E4 =
0.5, E2 = 0.8.
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Fig. 2: The state tracking errors of
δi1(t) = x01 − xi1, i = 1, 2, 3, 4

The proposed CFTC method relying on event-triggered
strategy is applied to the system (2). Figs. 2-8 present
the simulation findings. Figs. 2-5 plot the state tracking
error performance curves of the following agents and leader,
respectively. From the above four simulation images, we can
clearly notice that the state tracking errors of all following
agents converge asymptotically to a neighbourhood of the
origin. That is to say, the designed control scheme has good
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Fig. 3: The state tracking errors of
δi2(t) = x02 − xi2, i = 1, 2, 3, 4
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Fig. 4: The state tracking errors of
δi3(t) = x03 − xi3, i = 1, 2, 3, 4

state tracking performance for the system. The time interval
of the event-triggered is described in Fig. 6. By observing
that the number of triggers is controlled within a narrow
range and the system state is not updated continuously, which
lessens the system of workload and prevents resource waste.
Figs. 7 and 8 are the response plots of the parameter update
laws k̂i1 and k̂i2, it is not difficult to see that they have good
response curves.

V. CONCLUSION

This paper addressed the cooperative control issue of linear
MASs affected by time-varying delays and actuator faults.
Utilizing the state information of adjacent agents, a coop-
erative fault-tolerant controller with adaptive update laws is
proposed, which eliminates the negative impacts of actuator
faults on the system. Then, the Young’s inequality and the
Lyapunov-Krasovskii stability analysis method are invoked
to deal with the state delays. In particular, an event-triggered
mechanism relying on the fixed threshold is considered to
decrease resource consumption. The stability analysis shows
that all closed-loop signals are uniformly bounded, and the
tracking errors of all subsystems converge to zero. Even
so, further optimizing the event-triggered mechanism and
considering more complex heterogeneous MASs will be part
of our future research objectives.
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Fig. 5: The state tracking errors of
δi4(t) = x04 − xi4, i = 1, 2, 3, 4
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Fig. 6: Adaptive laws k̂i1, i = 1, 2, 3, 4
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