
 

 

Abstract—This study aims to classify 411 Indonesian 

regencies and cities with sparse historical food price data based 

on economic characteristics, addressing challenges related to 

class imbalance and limited data availability. Building on a 

previous classification of 103 regions, we utilize nine key 

economic indicators—Average School Duration, Expected 

School Duration, Expenditure, Food Security Index, Gross 

Regional Domestic Product, Life Expectancy, Poor Percentage, 

Rural Population, and Urban Population—to categorize these 

unclassified regions. We evaluate the performance of three 

machine learning models—Random Forest, Linear SVM, and 

RBF SVM—under eight preprocessing techniques for class 

imbalance handling, including naïve oversampling, SMOTE, 

and ADASYN. Hyperparameter tuning was conducted using 

bootstrap resampling with 100 repetitions, yielding a mean 

balanced accuracy of 0.998 (SD = 0.016) and mean ROC-AUC 

of 0.998 (SD = 0.017). The best-performing model, Random 

Forest with naïve oversampling (over-ratio = 0.75) and eight 

selected features, achieved perfect classification accuracy on the 

validation set. The Food Security Index and Gross Regional 

Domestic Product emerged as the most influential variables. The 

resulting classification framework provides a basis for 

identifying regions with similar food price dynamics, enabling 

policymakers to apply interventions based on comparable areas. 

By supporting data-driven decision-making for food price 

stability, this study contributes to economic resilience and 

sustainable development in Indonesia. 

 
Index Terms— bootstrap resampling, class imbalance, region 

classification, random forest 
 

I. INTRODUCTION 

AINTAINING stability in food prices is a critical aspect 

of economic management, especially in large and 

diverse countries like Indonesia. Food price fluctuations can 

significantly disrupt the Food Security Index, which 

measures the availability and accessibility of food for the  

as the cost of essential goods rises, reducing the purchasing 

power of households which, in turn, decreases consumer 

spending, creating a ripple effect that hinders economic 

growth. This situation raises the idea of the importance of 

food price forecasting. Moreover, the ability to predict food 

prices accurately enables policy makers to implement timely 

interventions, but make sure that food remains affordable and 

accessible. By doing so, it is possible to maintain a stable 

Food Security Index, control inflation rates, and support 

sustained economic development. This strategy is essential 

for mitigating the adverse effects of price volatility, 

particularly in a country as large and varied as Indonesia, 

where regional disparities can further complicate economic 

management. Therefore, the importance of predicting food 

prices cannot be overstated, as it is a fundamental element in 

safeguarding economic stability and growth. 

Various studies have been done to forecast food prices in 

Indonesia. For instance, [1] forecasted beef prices in eight 

provinces: Jakarta, Banten, West Java, East Java, East Nusa 

Tenggara, West Nusa Tenggara, Bali, and Lampung. The 

study also found that there was cointegration of beef prices. 

Another study focused on the price of red chili in Banyumas 

Regency [2] using ARIMA, and found that the red chili prices 

were fluctuating within the period of study. Some studies 

have also focused on rice prices, which are crucial due to 

rice’s role as a staple food in Indonesia. [3] developed a 

model to forecast the average national rice price, [4] built a 

forecasting model for rice and corn prices in Central Sulawesi 

Province, while [5] created a forecast model for rice prices in 

six provinces: West Java, Central Java, East Java, Jakarta, 

Yogyakarta, and Banten. These studies have produced 

accurate models for forecasting specific commodities in their 

respective regions. However, food prices are often 

interrelated across different commodities and regions, 

suggesting that a more comprehensive study encompassing 

multiple commodities and regions would be ideal. 

Previous studies conducted by Rohaeti e. al [6] formed four 

clusters of 103 regencies and cities (hereafter referred to as 

“survey regions”) in Indonesia using historical prices of 13 

food commodities through multivariate time series clustering 

(MTSClust). These clusters are important to identify 

generalized patterns across regions, which could be used to 

forecast prices in the survey regions. Although this method 

provided valuable insights, unfortunately it was constrained 

by data availability, and leave 411 regencies and cities 

(hereafter referred to as “non-survey regions”) unlabeled. 

This situation creates problems in developing forecasting 

models that can serve as early warning systems to prevent 
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food price inflation across all regions in Indonesia. Therefore, 

this study specifically aims to address the data limitation by 

accurately classifying the non-survey regions based on the 

classifications of the survey regions. By doing so, it seeks to 

extend the benefits of the early warning system to all 514 

regencies and cities in Indonesia, enabling more 

comprehensive and proactive economic management. 

This study aims to classify non-surveyed regions using 

existing classifications from surveyed regions, optimizing 

classification models to handle imbalanced class distributions 

effectively. By exploring various preprocessing techniques 

and classification approaches, the study seeks to improve 

predictive accuracy despite data limitations. Region-specific 

variables, such as population distribution, per capita 

expenditure, education indicators, life expectancy, poverty 

rate, Gross Regional Domestic Product, and the Food 

Security Index, serve as key predictors for model 

development. 

One of the primary challenges is the inconsistency in data 

availability across regions, with some variables recorded up 

to 2022 and others extending to 2023. To ensure uniformity, 

the classification models are standardized using 2022 data. 

By leveraging optimized models for limited and imbalanced 

data, this research contributes to more effective economic 

planning and management of regional food markets. 

II. RANDOM FOREST 

Random Forest (RF) is an ensemble learning model that 

combines multiple decision trees to improve prediction 

accuracy and robustness [7], [8]. By constructing a forest of 

decision trees, each trained on a random subset of features, 

the model aggregates the predictions from individual trees to 

enhance performance and reduce overfitting [9], [10], [11]. 

The RF model typically involves the following procedures: 

1) Bootstrap sampling 

Multiple bootstrap samples are drawn from the training 

set, each used to construct a decision tree. 

2) Random Forest Selection 

A random subset of variables is selected for each node in 

the tree. The best split, which maximizes a particular 

criterion, is chosen for each node. For classification, 

common criteria include Gini impurity, information gain, 

or classification error. In this study, Gini impurity was 

used, defined mathematically as follows [12], [13]: 

 

𝐼𝐺(𝑝) =∑(𝑝𝑖∑𝑝𝑘
𝑘≠𝑖

)

𝐽

𝑖=1

 

= ∑ 𝑝𝑖(1 − 𝑝𝑖)
𝐽
𝑖=1 = 1 − ∑ 𝑝𝑖

2𝐽
𝑖=1  (1) 

 

where 𝐽 is the number of classes and 𝑝𝑖  is the probability 

of selecting an item with label 𝑖, 𝑖 ∈ {1,2,… , 𝐽}. 
Therefore, ∑ 𝑝𝑘𝑘≠𝑖 = 1 − 𝑝𝑖 is the probability of 

misclassifying that item. 

3) Tree Construction 

Each tree is grown to its maximum extent, ensuring a 

diverse set of classifiers. This process allows individual 

trees to capture different patterns and reduce overfitting. 

4) Aggregation 

For classification tasks, the final output is determined by 

majority voting among the individual trees, which can be 

mathematically expressed as follows: 

 

�̅� = 𝑚𝑜𝑑𝑒{ℎ1(𝑥), ℎ2(𝑥),… , ℎ𝐵(𝑥)} (2) 

 

where ℎ𝑖 is the prediction of the 𝑖-th tree, and 𝐵 is the 

total number of trees. 

III. SUPPORT VECTOR MACHINE 

Support Vector Machine (SVM) is a supervised learning 

model used for classification and regression. A linear SVM is 

a type of SVM model that aims to find a hyperplane that 

separates the data into two classes. The optimal hyperplane is 

chosen to maximize the margin, which is the distance 

between the closest points of each class. A hyperplane can be 

written as the set of points 𝑥 satisfying the following: 

 

𝒘 ∙ 𝒙 + 𝒃 = 𝟎 (3) 

 

Where 𝒘 is the normal vector to the hyperplane, 𝒙 represents 

the variables, and 𝒃 is the bias term.  

For linearly separable binary data, the optimization 

problem can be formulated as follows: 

 

min
w.b

1

2
‖𝒘‖2 

subject to 𝑦𝑖(𝒘 ∙ 𝒙𝒊 + 𝒃) ≥ 1 (4) 

 

Where 𝒙𝒊 are the variable vectors and 𝒚𝒊 are the classes. 

This concept can be extended to a multi-class scenario. 

One common approach is One-vs-One (OvO), where the 

optimization problem is formulated as follows [14], [15]: 

 

min
wk.bk

∑(
1

2
‖𝒘‖2 + 𝐶∑𝜉𝑖

𝑛

𝑖=1

)

𝐶

𝑘=1

 

subject to 𝑦𝑖(𝒘𝒌 ∙ 𝒙𝒊 + 𝒃𝒌) ≥ 1 − 𝜉𝑖c (5) 

 

where 𝒘𝒌 and 𝒃𝒌 are the parameters for class 𝒌 and 𝝃𝒊 are 

slack variables to handle non-separable cases. 

The Radial Basis Function (RBF) SVM model is a type of 

SVM used for non-linear classification tasks, extending the 

SVM framework to handle complex decision boundaries 

using kernel functions. The RBF kernel can be 

mathematically expressed as follows [16], [17]: 

 

𝐾(𝑥𝑖, 𝑥𝑗) = exp (
−‖𝑥𝑖−𝑥𝑗‖

2

2𝜎2
) (6) 

 

where ‖𝑥𝑖 − 𝑥𝑗‖
2
 is the Euclidean distance between points 𝑥𝑖 

and 𝑥𝑗, and 𝜎 is the variance. 

IV. METHODOLOGY 

A. Data 

This study used region-specific data from 514 regencies 

and cities in Indonesia, among which 103 regencies and cities 

are labeled. This study employs machine learning models to 

classify the 411 unlabeled regencies and cities based on 

observed characteristics in the labeled dataset. To develop 

these models, we use 9 predictors as detailed in Table I. 
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B. Resampling 

To ensure a robust evaluation of the models, we randomly 

split the labeled dataset of 103 regencies and cities into 

training and testing sets, using an 80:20 ratio. This resulted in 

a training set of 82 regencies and cities and a testing set of 21. 

The split was stratified to maintain similar class distributions 

in both sets. The testing set was kept unseen by the models 

and used only to measure the final models' accuracy. 

During the training process, a validation set is necessary, 

particularly for hyperparameter tuning. Given the small size 

of the training set, further splitting would hinder modeling. 

To address this, we employed bootstrapping as the 

resampling method. A bootstrap sample is created by 

sampling with replacement, producing a sample of the same 

size as the original dataset [18], [19]. Observations not 

selected in this process are used as the validation set. 

Bootstrapping allows the small training set to be replicated, 

enabling each iteration to be trained and validated on distinct 

data sets. 

The bootstrapping process was iterated 100 times for each 

model and preprocessing method. This number of iterations 

was chosen to balance computational feasibility with the need 

to effectively test various model and preprocessing 

combinations. Fig. 1 shows the flowchart of this study. 

V.  RESULT AND DISCUSSION 

A. Class Imbalance 

Before the training process, it is important to understand 

the distribution of the target variable. As mentioned in the 

data sub-section, the labeled data consists of 103 observations 

from surveyed regions, divided into four classes. The class 

distributions are shown in Fig. 2.  

TABLE I 

PREDICTOR VARIABLES AND THEIR DESCRIPTIONS 

Variable Description 

Average School 

Duration (ASD) 

The number of years of education completed 

by individuals aged 15 and above who have 

finished formal education (excluding 

repeated years). 

Expected School 

Duration (ESD) 

The number of years of education that 

children at a certain age are expected to 

complete in the future. 

Expenditure Consumption costs per resident, adjusted to 

purchasing power parity (thousand Rupiah 

per person per year). 

Food Security Index 

(FSI) 

An index defined by Indonesian’s National 

Food Agency, based on nine indicators 

derived from three aspects of food security: 

availability, affordability and utilization of 

food. 

Gross Regional 

Domestic Product 

(GRDP) 

The total value (in Rupiah) of all final goods 

and services produced within a region, 

measured in Rupiah. This includes 

household consumption expenditure and 

non-profit private institutions. 

Life Expectancy The average estimated lifespan (years) of 

residents. 

Poor Percentage The percentage of the population living 

below the poverty line within a regency and 

city. 

Rural Population The total number of residents living in rural 

areas.  

Urban Population The total number of residents living in urban 

areas. 

 

 
 

Fig. 1. Flowchart of the study 
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As shown in Fig. 2, the target variable is class-imbalanced, 

with Classes 1 and 2 underrepresented compared to the other 

classes. Addressing class imbalance is crucial because 

models trained on imbalanced data tend to be biased toward 

the majority classes, which reduces the accuracy and 

robustness of predictions, especially for minority classes [20]. 

Failure to address this issue may result in high overall 

accuracy but poor balanced accuracy due to the 

misclassification of the minority classes. 

To tackle this issue, eight upsampling and downsampling 

preprocessing methods were employed to balance the class 

distribution. The upsampling methods include: 

1) Adaptive Synthetic Sampling (ADASYN) [21], [22] 

2) Synthetic Minority Oversampling Technique (SMOTE) 

[22], [23], [24] 

3) Borderline SMOTE (BSMOTE) [25] 

4) SMOTE for Nominal and Continous (SMOTE-NC) [26] 

5) Naïve upsampling [27]  

The downsampling methods include: 

1) NearMiss Algorithm [28] 

2) TOMEK link [29], [30], [31] 

3) Naïve downsampling [32]  

Each method was tested with various ratios. The 

upsampling methods were tested with over-sampling ratios of 

0.25, 0.50, 0.75, and 1.00, while the downsampling methods 

were tested with under-sampling ratios of 2.00, 1.75, 1.50, 

and 1.25. After resampling, these methods were compared, 

and the best method and ratio were chosen for final data 

training. 

B. Distribution of the Predictor Variables 

Understanding the distribution of predictor variables is 

equally important for building robust machine learning 

models. Assessing these distributions can reveal significant 

differences between classes in certain predictors, potentially 

identifying strong discriminative features for classification 

tasks. Fig. 3 presents the distributions of the predictor 

variables across the surveyed regions, grouped by class.  

 
Fig. 2. Class distribution of the surveyed regions 

 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

Fig. 3. Predictor distributions of the surveyed regions 
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Fig. 3 offers several key insights. Firstly, the scales of the 

predictor variables vary significantly, which is particularly 

relevant for SVM models. Since SVM relies on distance 

metrics, it is sensitive to the scale of input data. In contrast, 

scale differences have less impact on Random Forest (RF) 

models, which are tree-based rather than distance-based. 

Therefore, normalization will be applied before training the 

SVM models to ensure optimal performance. 

Secondly, the boxplots in Fig. 3 indicate distinct 

distributions among classes for several predictor variables. 

These distinctions can enhance prediction accuracy, 

especially for tree-based models like Random Forest.  

C. Training and Tuning Process 

To ensure comparability among models, the training 

process began by randomly bootstrapping the training data. 

These bootstrap samples were consistently used across all 

models and preprocessing methods, ensuring that each model 

worked with the same set of data. However, due to the 

random nature of bootstrapping, some samples may contain 

zero observations, particularly for the minority Class 1. In 

such cases, the sample was replaced with another random set 

of bootstrap samples, ensuring that the total number of 

samples remained 100. The observation counts for each class 

are shown in Fig. 4. As indicated, each class has at least one 

observation in every bootstrap sample, preventing modeling 

errors due to missing classes in the validation set. 

 

 
Random Forest 

The tuning results for combinations of preprocessing 

methods, ratios, and hyperparameters were evaluated using 

Balanced Accuracy and ROC-AUC. The distributions for 

each preprocessing method are shown in Fig. 5. Each point in 

the boxplots represents the mean of 100 resamples, while the 

boxplot itself represents the distribution of mean values 

across hyperparameters, grouped by preprocessing method 

As seen in Fig. 5, SMOTENC (over-ratio = 1), SMOTE 

(over-ratio = 1), and ADASYN (over-ratio = 1) were the top 

three preprocessing methods, with median Balanced 

Accuracy just below 1 and median ROC-AUC equal to 1. 

However, these methods occasionally resulted in errors, as 

indicated by the number of successful bootstrap samples 

being around 80-90. In contrast, naïve upsampling (over-ratio 

= 1) produced similar distributions but with 100 successful 

bootstrap samples, making it the most reliable method. 

 
Regarding the best hyperparameters, Table II shows the 10 

best models across all approaches with 100 successful 

bootstrap samples. Table II confirms that among the methods 

with 100 successful samples, naïve upsampling is indeed the 

best preprocessing method for this case. The means of 

 
Fig. 4. Number of observations in validation set grouped by class. 

 

TABLE II 

BEST TUNING RESULTS OF RANDOM FOREST MODEL 

Prep. 

Methods 
Ratio Var. 

Min. 

Obs. 
Boots. 

BAL. ACC. ROC-AUC 

Mean SD Mean SD 

Up 0.75 8 12 100 0.998 0.016 0.998 0.017 

Up 1.00 8 12 100 0.998 0.016 0.998 0.017 

Up 1.00 8 16 100 0.998 0.016 0.998 0.017 

Up 0.75 8 16 100 0.998 0.016 0.998 0.017 

Up 1.00 7 24 100 0.996 0.024 0.998 0.017 

Up 0.50 8 12 100 0.993 0.030 0.998 0.018 

Up 0.75 7 24 100 0.992 0.029 0.998 0.018 

Up 0.50 8 16 100 0.992 0.034 0.997 0.019 

Up 1.00 6 39 100 0.990 0.028 0.997 0.018 

Up 0.50 7 24 100 0.986 0.040 0.997 0.019 

 

 

 
Fig. 5. Evaluation of Random Forest tuning on train data with 100 bootstraps 
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Balanced Accuracy and ROC-AUC vary based on the over-

ratio, but over-ratios of 1 and 0.75 perform slightly better.  

Hyperparameters also play a crucial role. Table II suggests 

that the Random Forest model, with 8 random variables and 

a minimum of 12 observations, provides the best Balanced 

Accuracy and ROC-AUC. 

In summary, the training and tuning process of the Random 

Forest model yielded an optimal model with 1,000 trees, 8 

random variables, and a minimum of 12 observations. The 

preprocessing method is naïve upsampling with an over-ratio 

of 0.75. This optimal Random Forest model was tested on the 

validation data, achieving 100% correct predictions. The 

confusion matrix is shown in Table III, where all classes, 

including the minority class 1, are classified correctly. 

 
Fig. 6 displays the variable importance of the optimal 

Random Forest model based on Gini impurity. As shown, the 

Food Security Index (FSI) and Gross Regional Domestic 

Product (GRDP) are the most important variables for 

predicting a region's class, followed by life expectancy and 

poverty percentage. 

 
Linear SVM 

Similar to the Random Forest model, Linear SVM was also 

evaluated using Balanced Accuracy and ROC-AUC. Fig. 7 

shows the boxplots of the tuning results for the Linear SVM 

model, where each boxplot represents the same concept as 

those previously shown for Random Forest. 

Fig. 7 indicates that the basic approach (no pre-processing) 

and TOMEK-link are two of the best approaches for the 

Linear SVM model. Although these methods did not achieve 

as many successful samples as the naïve upsampling method 

(over-ratio = 0.25), which had 100 successful samples, the 

basic and TOMEK-link approaches had 99 and 93 successful 

samples, respectively. Given the overall superior ROC-AUC 

values of the basic approach compared to the naïve 

upsampling (over-ratio = 0.25), the basic approach was 

selected as the best pre-processing method for Linear SVM. 

 

 
The ten best preprocessing methods and hyperparameters 

for Linear SVM are shown in Table IV. Among the best 

tuning results, the naïve upsampling method is also among 

the top for Linear SVM, with 100 successful samples. 

Although the basic approach had only 99 successful samples, 

 

TABLE III 

CONFUSION MATRIX OF THE OPTIMAL RANDOM FOREST MODEL’S 

PREDICTION ON VALIDATION DATA 

  
TRUTH 

1 2 3 4 

P
re

d
ic

ti
o
n
s 1 1 0 0 0 

2 0 4 0 0 

3 0 0 13 0 

4 0 0 0 9 

 

 
Fig. 6. Variable importance of the optimal Random Forest model 

 

 
Fig. 7. Evaluation of Linear SVM tuning on train data with 100 bootstraps 

 

TABLE IV 

BEST TUNING RESULTS OF LINEAR SVM MODEL 

Prep. 

Methods 
Ratio Cost. Boots. 

BAL. ACC. ROC-AUC 

Mean SD Mean SD 

Basic 0.00 15.880 99 0.978 0.046 0.998 0.008 

Basic 0.00 6.611 99 0.978 0.046 0.997 0.009 

Basic 0.00 1.574 99 0.966 0.050 0.998 0.007 

Basic 0.00 0.957 99 0.951 0.053 0.996 0.008 

Up 1.00 15.880 100 0.930 0.071 0.985 0.025 

Up 0.75 15.880 100 0.930 0.072 0.983 0.034 

Up 0.75 6.611 100 0.929 0.072 0.982 0.039 

Up 1.00 6.611 100 0.927 0.071 0.985 0.024 

Up 0.25 15.880 100 0.919 0.066 0.980 0.039 

Up 0.25 6.611 100 0.919 0.066 0.979 0.039 
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its Balanced Accuracy and ROC-AUC were significantly 

better than those of the naïve upsampling method. Given its 

high success rate, with only one failed sample, the chosen 

method for Linear SVM is the basic approach, with a cost 

value of 15.880. 

This optimal Linear SVM model was then applied to the 

validation set to estimate its performance on new data. Table 

V presents the confusion matrix of the predictions. As shown, 

all classes were correctly classified, including the minority 

class (Class 1). This result mirrors that of the Random Forest 

model. 

 
RBF SVM 

Contrary to the good results from the Random Forest and 

Linear SVM models, the tuning results for RBF SVM showed 

generally low accuracy. Fig. 8 illustrates the distribution of 

mean values for Balanced Accuracy and ROC-AUC during 

the RBF SVM’s tuning process. 

Fig. 8 shows that while the ROC-AUC values are decent, 

ranging from 0.7 to 0.8, the Balanced Accuracy is poor, 

indicating severe misclassification of certain classes. This 

issue is also reflected in the 10 best tuning results shown in 

Table VI. Table VI indicates that the best hyperparameter 

tuning result for the RBF SVM model has a low Balanced 

Accuracy, with an average of only 0.632. The ROC-AUC is 

also low, at 0.447. This performance is further reflected when 

tested on the validation set, as shown in Table VII. The 

confusion matrix for the RBF SVM in Table VII shows that 

the majority classes are the most misclassified, which 

significantly contributes to the low Balanced Accuracy and 

 

 

ROC-AUC scores. The consistent misclassification of 

majority classes by the RBF SVM underscores its inability to 

handle imbalanced datasets, which is crucial for this task. 

Consequently, the Random Forest or Linear SVM models are 

likely to produce more accurate predictions for the 411 

unlabeled/non-survey regions, ensuring better classification 

results for the entire dataset.

TABLE V 

CONFUSION MATRIX OF THE OPTIMAL LINEAR SVM MODEL’S 

PREDICTION ON VALIDATION DATA 

  
TRUTH 

1 2 3 4 

P
re

d
ic

ti
o
n
s 1 1 0 0 0 

2 0 4 0 0 

3 0 0 13 0 

4 0 0 0 9 

 

 

TABLE VI 

BEST TUNING RESULTS OF RBF SVM MODEL 

Prep. 

Methods 

(Ratio) 

Cost Sigma Boots. 
BAL. ACC. ROC-AUC 

Mean SD Mean SD 

Up (1) 0.008 0.002 100 0.632 0.063 0.447 0.261 

Up (1) 0.001 0.098 100 0.629 0.071 0.429 0.260 

Up (1) 0.120 0.000 100 0.629 0.063 0.448 0.259 

Up (1) 18.698 0.000 100 0.628 0.062 0.448 0.261 

Up (1) 0.568 0.000 100 0.628 0.063 0.450 0.261 

Up (1) 1.985 0.000 100 0.628 0.064 0.439 0.252 

Up (1) 4.060 0.000 100 0.627 0.062 0.438 0.250 

Up (1) 0.022 0.000 100 0.619 0.062 0.346 0.132 

Up (1) 0.038 0.000 100 0.585 0.061 0.346 0.132 

Down (2) 0.001 0.098 99 0.538 0.052 0.697 0.152 

  

TABLE VII 

CONFUSION MATRIX OF THE OPTIMAL RBF SVM MODEL’S PREDICTION 

ON VALIDATION DATA 

  
TRUTH 

1 2 3 4 

P
re

d
ic

ti
o
n
s 1 1 0 0 0 

2 0 2 4 5 

3 0 2 8 3 

4 0 0 1 1 

 

 
Fig. 9. Class distribution across all regions 

 

 

 
Fig. 8. Evaluation of RBF SVM tuning on train data with 100 bootstraps 

 

IAENG International Journal of Applied Mathematics

Volume 55, Issue 5, May 2025, Pages 1116-1124

 
______________________________________________________________________________________ 



 

 

D. Final Predictions 

Based on the previous analysis, two models stand out as 

the best options: 

1) Random Forest with naïve upsampling (over-ratio = 

0.75), number of variables = 8, and minimum 

observations = 12. 

2) Linear SVM with basic preprocessing and cost=15.880. 

Both models achieved 100% accuracy on the validation set, 

suggesting highly accurate predictions on the test set. 

However, the optimal Linear SVM model only works with 99 

samples, whereas the optimal Random Forest model 

successfully handles all samples. Additionally, the optimal 

Linear SVM model has slightly lower Balanced Accuracy 

and ROC-AUC scores, on average, compared to the optimal 

Random Forest. Therefore, the best model to predict the test 

data is the optimal Random Forest model. 

The class distribution of the final predictions is shown in 

Fig. 9, which indicates a similar distribution to the 103 

surveyed regions, where Class 1 is the minority class, and 

Class 3 is the majority class. A slight difference can be 

observed for Class 2. Although the surveyed data show more 

Class 4 regions than Class 2 regions, the classification model 

predicts that there are more Class 2 regions than Class 4 

regions in the non-surveyed regions. Most of these Class 2 

regions are in eastern Indonesia, as shown in Fig. 10. 

VI. CONCLUSION 

By leveraging the classification of 103 surveyed regions, 

this study successfully extended the categorization to 411 

Indonesian regencies and cities with sparse historical food 

price data. Evaluating multiple classification models and 

preprocessing techniques to address class imbalance, we 

identified the Random Forest model with naïve oversampling 

(over-ratio = 0.75) and eight selected economic indicators as 

the optimal approach. During hyperparameter tuning with 

bootstrapping, this model achieved a mean balanced accuracy 

of 0.998 (SD = 0.016) and a mean ROC-AUC of 0.998 (SD 

= 0.017) on the validation set, demonstrating strong 

generalization performance. When applied to the test set, it  

 

achieved perfect accuracy, ensuring reliable classification 

across all classes, including minority categories. Expanding 

this classification framework to all 514 regencies and cities 

enhances the effectiveness of early warning systems for food 

price stability, with the final class distribution closely 

aligning with that of the surveyed regions. These findings 

highlight the importance of robust modeling and 

preprocessing in addressing class imbalances and improving 

classification accuracy, ultimately supporting data-driven 

policy interventions for food security and economic resilience 

in Indonesia. 
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