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Dynamic Analysis of the System with Multiple
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Abstract—In traditional repairable system reliability analy-
ses, it is commonly assumed that system components possess
only a single failure mode and can be restored to a new
condition or replaced directly after repair. However, this is often
not the case. Many large components may possess multiple
failure modes and cannot be fully repaired to their original
state. Therefore, this paper investigates repairable systems with
multiple failure modes and incomplete repair characteristics.
The well-posedness of the system and the asymptotic behavior
of the time-dependent solutions are examined using the Co-
semigroup theory and the spectral theory of linear operators.
That is, it is proven that there exists a unique positive time-
dependent solution for the system that satisfies probabilistic
properties, and this time-dependent solution converges expo-
nentially to its steady-state solution.

Index Terms—Multiple Failure Modes, Imperfect Repair,
Well-posedness, Asymptotic Behavior, Reliability Indices.

I. INTRODUCTION

RADITIONAL repairable system reliability analyses

often assume that system components have only a single
failure mode (SFM) and that failed components may be
repaired and returned to a like-new condition or directly
replaced. However, this is not always the case. Many large
components can have multiple failure modes (MFMs) and
cannot be completely repaired to a new condition. Some
components, even when they fail, may not need to be
replaced immediately but can continue to be used through
multiple imperfect repairs (IRs), which do not restore them
to a like-new condition and gradually reduce their usability
with each repair until they are eventually no longer usable.
This repair strategy can effectively reduce costs. Therefore,
the study of repairable systems with MFMs and IRs charac-
teristics is not only of important theoretical significance but
also has significant application value.

Most engineering systems are known to be affected by
MFM due to their complex structures and failure behaviors.
Different failure modes have different effects on system fail-
ure behavior and repair strategies. As a result, the assumption
of an SFM is no longer sufficient to deal with the complexity
of engineering applications, and such simplifying assump-
tions may even lead to significant differences in system
availability. In system reliability engineering, evaluating the
impact of various failure modes on system availability is cru-
cial. Dhillon [1] first introduced the concept of MFMs when
he examined the availability of a two-component standby

Manuscript received February 7, 2025; revised May 18, 2025.

This work was supported by the Natural Science Foundation of Xinjiang
Uygur Autonomous Region (No.2022D01C46).

W. Abdiwaki is a postgraduate student of College of Mathematics and
System Sciences, Xinjiang University, Urumgqi 830017, PR. China (e-mail:
wurnisa@stu.xju.edu.cn).

E. Kasim is an associate professor of College of Mathematics and System
Sciences, Xinjiang University, Urumgi 830017, P.R. China (Corresponding
author to provide e-mail: ehmetkasim@xju.edu.cn).

system. Since then, this research direction has received
increasing attention. Chung [2] proposed a reliability model
for a k/n(G) system with M mutually exclusive failures
and common cause failures. The repair times of the failed
components follow an arbitrary distribution. He obtained
the Laplace transform for the transient availability and the
steady-state availability (SSA). Moustafa [3], [4] studied a
k/n(G) voting system with M failure modes, where both the
distribution of component lifetimes and repair times follow
an exponential distribution. He derived the system’s SSA,
reliability, and mean time to failure considering repair and
no-repair scenarios. Subsequently, scholars such as Jain and
Sharma [5], Nikolov [6], and Qiu and Cui [7] have also
studied various repairable systems with MFM and derived
some reliability indices, such as system availability.

Although scholars often assume that failed components
in repairable systems can be completely repaired, this is
not always the case. Some components cannot be restored
to a new condition due to IRs, but they can be repaired
multiple times until they become unusable. Subramanian
and Natarajan [8] first investigated a 2-unit cold standby
system with the “IR” property. They derived the transient
availability and reliability of the system by assuming that
each component could undergo k IRs, each with a different
distribution of component failure times. Biswas and Sarkar
[9] studied a repairable system that passes through k IRs be-
fore replacement or complete repair, under the condition that
both the life and repair time distributions of the components
obey an exponential distribution. They obtained the system
availability using Fourier transforms and compared it with
its availability under a complete repair policy. Hajeeh [10]
investigated two types of repairable systems, both based on
the assumption that the lifetime and repair time distributions
of components follow an exponential distribution. In model
1, the system is replaced by a new system after n IRs; in
model 2, the system is imperfectly repaired after a failure
with probability p and replaced by a new system with prob-
ability (1 — p). He first finds the steady-state probability of
the system and derives the SSA of the system. Subsequently,
scholars such as Muhammad et al. [11], Hajeeh [12], and
Madhu and Pratap [13] have also studied the quantitative
reliability indicators for different repairable systems with
IRs.

Since some components wear out and age over time, it
is usually unrealistic to assume that they can be repaired to
an “as good as new” condition. Barlow and Hunter [14] first
proposed the “minimal repair model”, which does not change
the systems’s lifetime. Brown and Proschan [15] investigated
the reliability model with IR, where the probability that a
system can be “repaired as new” is p, and the probability
of a “minimal repair” is (1 — p). They put forward the fol-
lowing assumptions for the gradually deteriorating repairable
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system: After repair, the system can operate for increasingly
shorter periods, while the consecutive repair times become
longer and longer, until the system can no longer function
and cannot be repaired again. Lin [16] introduced the ge-
ometric process to characterize this stochastic phenomenon.
Since then, scholars such as Wang and Pham [17], Chen et al.
[18], Dong et al. [19], Haugen et al. [20], and Brito et al. [21]
have investigated the availability and other reliability indices
of various repairable systems described by the geometric
process under IR strategies.

With growing interest in repairable systems featuring
multiple failure modes and imperfect repairs, researchers
have increasingly explored systems combining these char-
acteristics. Hajeeh [22] expanded on prior work [11] by
incorporating assumptions from [3] to derive the steady-
state availability of repairable systems with MFMs, assuming
exponential distributions for both component lifetimes and
repair times. Nikolov [23] extended the findings from the
literature [22] to examine repairable systems with MFM and
IRs. In this system, the lifetime distribution of components
follows an exponential distribution, while the repair time
follows a general distribution. Components may fail under
one of M + 1 different failure modes; if the failure is one
of the first M types, the component can be imperfectly
repaired, resulting in the system operating in a degraded
state. If the (M + 1)-th failure occurs, the component is
irreparable and must be replaced with a new one, which
will operate normally as if no failure had occurred. Due to
IRs, the failure rate of the component gradually increases,
while the repair rate decreases over time. Regardless of
the type of failure, after n repairs, the component will
be replaced with a new one. Under the assumption that
the reliability model of the system has a unique time-
dependent solution (TDS) that converges to the steady-state
solution (SSS), Nikolov established the mathematical model
of the system, used the supplementary variable method to
develop and derived the Laplace transforms of the system’s
SSA and instantaneous availabilities. Qiu et al. [24] studied
single-component systems with IRs and MFMs, analyzed the
instantaneous availabilities and SSA under continuous and
periodic inspection conditions, and determined the optimal

imperfect repair strategy and inspection strategy. In addition
to the findings above, no other literature has addressed the
dynamic analysis of repairable systems with MFMs and IRs
as established by Nikolov [23]. In this paper, we build upon
the work in [25]-[27] to conduct a dynamic analysis of the
above reliability model. Specifically, we investigate the well-
posedness of the model and the asymptotic behavior of the
TDS. The results of this paper not only validate the two
hypotheses proposed by Nikolov [23] but also provide more
comprehensive insights into the system’s behavior.

The rest of the paper is organized as follows: Section
2 introduces the model and reformulates it as an abstract
Cauchy problem (ACP) in a Banach space. Section 3 exam-
ines the well-posedness of the system. Section 4 delves into
the asymptotic behavior of the TDS. Finally, Section 5 uti-
lizes numerical examples to investigate how each parameter
influences the system’s instantaneous reliability indices.

II. THE MATHEMATICAL MODEL OF THE SYSTEM

The system consists of a single component and a re-
pairman. The system is functional when the component is
operational, and it malfunctions when the component fails.
The mathematical model of the system is based on the
following assumptions.

1: The system can fail in one of M + 1 different failure

modes, where the probability of having M + 1 failures is 7,,,
M+1

with Y 7, =1

2: nfﬁé operating life of the system (component) obeys
an exponential distribution with parameter )\;, and the repair
time follows a general distribution. The repair rate after the
m-th failure at the i-th occurrence is denoted by p; (),
which satisfies f1; ,,, (z) > 0, fooo pim(z)de =00 (1 <i<
n—1, 1 <m < M+1). py,(z) denotes the repair rate after
the n-th failure satisfying i, ;(z) > 0, fooo pn 1 (T)dr = 0.

3: After the first failure with a failure rate A\, the system
is immediately halted for repair. It is assumed that no more
failures will occur during the repair process. If the system
fails due to the first m (1 < m < M) failure modes, it
can be repaired, but it is imperfect. Upon completion of the
repair, it is put back into operation in state that is “better
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Fig. 1: State transition diagram of the system
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than old, but worse than new”. The (M + 1)-st failure mode
is considered irreparable, meaning that the system must be
replaced and is then ’as good as new’.

4: An imperfectly repairable system has a failure rate
A2 > A1, and can fail in one of M + 1 different failure
modes. After each failure, the system is repaired and put back
into operation in the same manner as after the first cycle. In
each subsequent cycle I, the system behaves similarly with a
failure rate \; > \;—1 , an m-st (1 < m < M) failure, and
imperfect repair. If the (M + 1)-th failure occurs, the system
is replaced. The maximum number of such cycles is n, i.e.,
after the n-th failure, the system is replaced regardless of the
failure type.

5: The new system (or component) is put into operation at
time ¢ = 0. All random variables are mutually independent.
The replacement time of the failed component is negligible,
and the replaced component is identical to the new one.

Based on the above description, the state transfer diagram
of the system is shown in Fig. 1:

According to Nikolov [23], the following partial differen-
tial integral equations describe the mathematical model of
the system with MFM and IR:

dP;
Cz( ) =-MP(t)+ Z/ i 41 () P prga (2, t)de
+/ P 1 (x) Py g (z, t)d (1)
0
BPi m(ﬂl‘,t) 6Pim(as,t)
> ) TR P:
5t + 5 ti,m (%) Py (2, 1),
1<i<n—-1,1<m<M+1 2)
dPi(t) Moo
i = ARO[ P
2<i<n (3)
aanl((L‘,t) 8Pnyl(m7t) -
8t + 8I — */Jn,l(x)Pn,l(m7t) (4)

with the boundary and the initial conditions:

5)

P, 1(0,t) = A\ Py (%) (6)
PI(O) = 17 P)f,,’m('xao) = Pz-‘rl(o) = Pn,l('raO) = 07

1<i<n-1,1<m<M+1, ze€(0,00) (7

where, P;(t) denotes the probability that at time ¢, the system
is running as “new’; P; (¢, ) denotes the probability that
at time ¢, the system is being repaired after the i-th (1 <14 <
n—1) occurrence of the m (1 < m < M+1) type failure and
that the component being repaired has consumed repair time
x; P;(t) denotes the probability that at time t, the system is
operating in a deteriorated state after the ¢ — 1st (2 < i < n)
repair; P, ;(f,z) denotes the probability that at time ¢, the
system is being repaired after the nth failure and the repair
time consumed by the component being repaired is x.

In the following we transform the system represented in
(1)-(7) into an ACP in the Banach space X. For convenience,
we introduce the following notation:

I'= diag(Fl,FQ, s ,Fn—hrn)

where, 2 <1 <n-—1

—T

e
)\1’[716_m
R
—x
A€ M42x MA+2
0
)\mleﬂ”
=T o
. —x
Aillyrya € M42x M+2

0 0
Ané 0 92

The following Banach space X is to be considered as a state
space:

—
PeRx...xR

(n—1)x (M+1)+1

><L1[0 00) X ... x L'[0,00)
n—1M+1

1Pl = E |Pi] + Z > IPimllLijo,00)

i=1 m=1

+HPT7« l||L1[O o)

In the following we will define the operator and its domain:

dP; m(z) dP,(x
dz( )7 dl( ) ELl[O OO)

1<i<n-1,1<m<M+1),
PeX| Pon(x),P,i(x) are absolutely
continuous functions and

satisfy P(0) = [, TP(x)dx

If we define for P € D(®)

'y Py prga(x)
<I>P(x) = P,
Po_11(x)

Po_1m41(2)
P,

Pn,l(x)

where, (1 <i<n-—1)

. d d
P, = dzag( — /\i,—% — pi1(x), - T

@, = diag(~ Au, 0~ juni(a))
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and define for P € X

n—1
S o i1 (@) Pi g (2)da
i=1
O1><(M—0—1)
Z Jo~ 11m () Py (2) da

01 (m41)

M+1 oS .
z—:l fO anl,m(x)Pnfl,m(x)dx

0

fooo Pt () Pry g () dz

: 0

Ix{n+1+(n—1)x(M+1)}

D(Q) =X.
Then the above Egs. (1)—(7) can be rewritten as an ACP in
X:
G @EPR, e@o) o
PO) =(1,0,---,0)

where ® + () is the main operator of the system.

III. WELL-POSEDNESS OF THE SYSTEM (8)

Theorem 3.1. If

M = max {
2€[0,00)

then ® + ) generates a positive contraction Cj - semigroup
T(t).

Proof. First, we estimate ||(yI — ®)~'||. For any given
y € X we consider the equation (yI — ®)P =y, i.e,

1<i<n—1
1<m<M+1

sup  fhi,m (), un,z(x)} < 00

(Y+X)Pi =y, 1<i<n )]
d
(v 4 o+ 1i.m (2) Pism (2) = Yim (),
1<i<n—-1,1<m<M+1 (10)
d
(7+d +an( ))P (J?) :yn,l(x) (11)
Pi,m( ) - >\z77m iy
1<i<n—-1,1<m<M+1 (12)
P,i(0) =\, P, (13)
By solving Eqgs. (9)-(11) we have
P = L ) (14)
P = o )\iyz

Pron(@) = Py (0)e 725 piom ()7
+ e_“/w—fow Mi,nL(T)dT/ yiﬁm(f)evﬁ—ff M’”L(T)deﬁ (15)
0
Pn,l(l') = P,,I’I(O)e_'m_f(j7c fon, 1 (T)dT

e e T / Y ()65 P (AT ge (1)
0

Combining Eqgs. (12)-(13) with Egs. (15)-(16) and using Eq.
(14) we deduce

/\znm —~ya— ["
Pi,m _ YT f() Hiym (T)dT i
mle) = 20
Jre,wg,fo'M,m(r)cl'r/ yi.m(g)e“@*fo&Hz‘,m(r)d-rdf a7
. P
A', —~yr— [* T)dT
Pai(e) = e 1ol iy,
+erm=ly un,z(f)dT/ Z/nz(f)e%*fog et (AT ge - (18)
0

Using Eq. (14), Eq. (17), and Eq. (18), together with Fubini
theorem, we can estimate (with no loss of generality, assume
v>0)

n—1M+1

Z|P|+Z Z 125,m || £110,00) + 1Pt | £170,00)

1=1 m=1

§27+)\"yi|

1Pl =

e~ 15 mm (TdT )
n—1M+1

s Z/ =13 i ()T

=1 m=1

/|y

+ 767790 J5 pn i (T)dT
/0 . |yn|

9]
+ / e*'Yxffoz Hn i (T)dT
0

x / |yn,z(§)|e"/5+f§ it ()7 ¢ oo
0

“1
< i
,;w”\i\yl

|e"/£+ JE i, m,(T)defdx

n—1M+1 /\77 )\ 0o
+ Ty + / e "dx
(;mz_lww ) |
n—1M+1
P2 [Tl
i=1 m=1

X / e oo mim (DT g g
3

(o)
+ / ‘yn l(§)|€’y£+f0£ Pt (T)dT
0 o0
X / e~ 1E=Jy Mn,l(T)dexdé_
E
- Z Py A lyil + Z

n—1M+1

D30 D QTGS

i=1 m=1

x/ eI i (DT o e
3

(o) o .
+/ \yn,z(§)|e"’5/ =0 Hna (AT g e
0 ¢

|yz‘
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<Z

i
lyil + Z mhﬂ
n—1M+1

+ZZ/ |Yi.m (€ \e%/ e " dude

=1 m=1

T / gt ©)]e /5 e~ dudg

[fy A (’Y+>\ ):||yz|
n—1 M+1 0o ) -
f; ] /0 m(©)de + /0 s (O)lde

= 2| (19)
~

+>\

Il
17

Q

1

Eq. (19) shows that, when v > 0

(Y[ = @) : X = D(®), [[(v] — &)~} < %

In the second step we will prove that D(®) is dense in
X. Let
P € C}[0,00) and there exist
constants ¢; m > 0 such that
P () =0 forz € [0, ¢ m],
1<i<n-1,1<m<M+1),
P, (z) € C}[0,00) and there exist
constants c,; > 0 such that

P,i(z) =0 for x €[0,cp,]

then by Adams [28] we know that is ' = X. As a result,
proving D(®) = X suffices to show that N C D(® )

fact, if N' C D(®), then X = N C D(®) = D(®) C
gives D(®) = X.
Take any P € N, such that P, ,,(x) = 0 for all

x€[0,¢m 1<i<n-—1; 1<m< M+ 1), such that
P,i(x) = 0 for all z € [0,¢,,]. From which we deduce
P m(x) = Py (z) = 0 for all x € [0,s], where 0 <
s<min{ci1,...,C1,M+1,-- -,
Define

F(0) = (Pl,Ff)l(O),...,Ff)MH(O),...,
N Frffl,Al+1(0)> Pm F,‘;I(O))
= (Plv)\lnlplwua

© Oa /\n—lnlpn—la s

Cn—1,15-++,Cn—1,M+1, Cn,l}-

AMNv+1P1, 0, am Po, .oy Aanary1 Pa,

) )\n—lnM—Q—an—la 07 )\npm,,l>

FS(I):(Plv Fls,l(m)7 '7F157M+1('r)5"'apn—13
Fi—1,1($)v~--aF§—1,M+1($)a Py, Fil@))
where, 1 <i<n-—-1, 1<m<M+1

Fis,m(x) { FS m(0)(1 — 7)27 x € [0,5)

m(x), x € [8,00)
s P01 —2)% z€]0,s)
ni(7) = { P, (x), x € [s,00)

Pn—l’stl,l(OL

e P
Atme * Py
AMnyv+1e” 7Py
0
)\gnle_mPg
/ FFS(x)dx = / )\277]L1+18_£P2 dx
0 0 .
0
An—1771€_an—1
An—1m+1e " Pr 1
0
e TP,
P
Am Py
AN+ P
0
Ao Po
= )\21’]M+1P2 / e dr = FS(O)
. 0
0
An—1m1 P
An—1MM+1Pn—1
0
P,

This shows that F'* € D(®). Moreover

n—1M+1

1P FSII*ZZ/ F?

i=1 m=1

+ / F2 00 - f)“‘dm

|:n 1 M+1

|(1— E)zdx
s

22 |Fim

1=1 m=1

0)| + |F; ()|:|;S—>0,5—>0 (20)

Eq. (20) shows that ' C D(®). Therefore, D(®) is dense
in X.

From the first step, the second step and the Hille-Yosida
theorem [30], we know that & generates a Cy-semigroup
S(t). It is easy to verify € is bounded linear operators. So the
perturbation theorem of a Cy-semigroup (see [29], Theorem
1.80) imply that ® +  generates a Cy-semigroup T(t).

Lastly we will prove that ® 4 2 is a dispersive operator
(see [29], Definition 1.74). For any P € D(®) we take

A [Pl ()] " [P (x)]t
¢(m)—< P P 7P1,M+1($) s,
[Pu]t [Paa(2)]”
l

)
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where
P, as P, >0 .
3 Jr — 1 K2 < <
[P] {0 asPiSO’l t=n
P m(z) as Piy(z) >0
+ _ ,m i,m
Panta}t = { g ) o fonle) 28
I1<i<n—-1,1<m<M+1
P,i(z) as P, (z) >0
+ _ n,l n,l
[Paa(2)] _{ 0 as P (z) <0

)
IfdeﬁneW”n—{:z:G 000|p1m )>0},V,;m:{l’

S
[0,00)| Pim(z) <0}, Wy = {z € [0,00)| Ppu(z) >0}
and Vi, = {z € [0,00)| Pyy(z) <0} for1 <i<n-—1,
1<m< M +1, then we calculate
2 dP; () [Pim(2)]"
/0 dx P; () du
_ dP;m () [B:,m(rc)]+
‘/Wi,m dir P
dP; m(z )[ m ()"
+/ dx Lm(a:) da
- /W PP e
- / AP ()] = — [P (O]
1<i<n—-1,1<m<M+1 1)
> dP, () [P ()]t n
| Lz = —{P(0) @)
/O 15 (2) Py () /0 i () [Py () F
1<i<n—1,1<m<M+1 (23)

/°° 1 (2) Py (2)dz < /DO pin 1 (2)[Poa(2)]Tde  (24)
0 0

For P € D(®) and ¢(x), by using the boundary conditions
M+1
on P, Egs. (21)-(24) and > 7,, = 1 we have

m=1

(2+Q)P, ¢)
n—1 00
- { —MP+ Z /0 ti,m+1(2) Py v () d
- 2]t
+/0 Mn,l(x)Pn,l(x)dx}Pl

/OOO i vi+1(2) [Py i1 (@) Tda

n—1 M+1

+dnL + Z Z Ainm [P,

i=1 m=1

+ /\n[va]+ - Hn,l(x)[Pn,l(x)]erx

L

+:2< _1)2/ pi1m (%) [Pie1m (2)] " dx
* ([P;j ‘1> /0 " (@) P (@)

<0

[ M+1( )Trdl‘

(25)

Eq. (25) shows that ® + ) is a dispersive operator. Thus,
® + Q generates a positive contraction Cp-semigroup by
Phillips Theorem (see Gupur [29], Theorem 1.79). By the
uniqueness of a Cp-semigroup it follows that T(¢) is a
positive contraction Cy-semigroup.

Obviously,
—
ReRx...xR
(n—1)x (M+1)+1
x L*°[0,00) ... x L0, 00)
X* — Q*

|||Q*||:max{ sup |04,
1<i<n

sup
1<i<n—1
1<m<M+1

1Qiml (00 Qn,znmo,oo)}

the dual space of X. In X, we introduce the set

(P1,P1,1($), ooy Prvya (),
~7Pn71aPn71,1(1')7 ceey
Pn—l,M—&-l(x)yPna Pn,l(x))

P,>0(1<i<mn), Pou(z)>0
(1<i<n-—1,1<m<M+1),

P, i(x) >0, Vz € [0,00)

Then, Y C X, and Theorem 3.1 ensures that T(¢)Y C Y.
For P € D(®)NY, take Q*(z) = [|P[|(1,1,...,1), then,
Q* € X*, and

<(<I> +Q)P, Q*>
n—1 o)
= { - P+ Z/ i M+1(2)Pi pra (z)de
i=170
+ [T i Pawie i

P(z) =

PeX
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n—1 M+1 jo%s) dP (x)

+ XY [T @R b
i=1 m=1
n M oo

f Lt [T @) P @171
i=2 m=1 0

o0 dP, (x
b [ @Rt Pl
0 XL
n—1 M+1

==Y APIPI+IPIY. Y
i=1

=1 m=1

/O00 tim () Py () d

n—1 M+1

+11Pll /OOO pn g () Pag(2)dz + [P Y D" Pin(0)

i=1 m=1
n—1M+1

~IIPIY_ >

=1 m=1

— Pl /OOO i 1 () Py g (2)dx

/ Mi,m(x)Pi,m(x)dx + ||PHPn,l(O)
0

n—1M+1

=S neel+ ey Y
=1

i=1 m=1

/ tiom ()P o () de
0

n—1M+1

P / it (2) Ps(@)dz + [PI S S A P
0

=1 m=1
n—1 M+1

=PIy >

i=1 m=1

/ Wi () Py (2)dz + || P||An Pr,
0

P [ a0 Pl
0

=0 (26)
In Eq. (26), we use P;,, € L'[0,00) = P; ;,(00) =0 (1 <
i<n-11<m< M+1)and P,; € L'[0,00) =
Pml(oo) =0.

Equation (26) implies that ® + 2 is a conservative oper-
ator for the set

0(P) ={Q" € X*| < P,Q" >= | P|I” = [l|Q"[I*}

Since the initial value P(0) € D(®2?) NY, we have the
following result by the Fattorini theorem [31].
Theorem 3.2. T(t) is isometric operator for P(0), i.e.,
IT@PO)[ = IPO), vt € [0,00) 7

We can obtain the system well-posedness from Theorems
3.1 and 3.2.
Theorem 3.3. If

M = max {
z€[0,00)

then the system (8) has a unique positive TDS P(z,t)
satisfying

sup ,Ui,m(x)a ﬂn,l(x)} <00
0<i<n—1
1<m<M+1

IP(-,t)] =1, Vt € [0,00)

Proof. Since P(0) € D(®?) NY, Theorem 3.1 and
Theorem 1.81 [29], show that the system (8) has a unique
positive TDS P(z,t¢) which can be expressed as

P(z,t) = T(¢t)P(0), ¥Vt € [0,00) (28)
Combining Eq. (27) with Eq. (28) yields
|P(x,0)]| = | T(@)PO)] = | P(O)]
=[I(1,0,...,0)[| =1, Vt € [0,00)  (29)

IV. ASYMPTOTIC BEHAVIOR OF THE TDS OF THE
SYSTEM (8)

In this section, we will investigate the quasi-compactness
of T(¢).

Proposition 4.1. If P(z,t) = (S(t)y)(x) for ¢ € X is a
solution to the following system

dP(t)
dt
o

(S®))()
et
P 1(0,t —x)e” Jo maln)dr

= oP(1),
=9

vt € (0,00) (30)

then

P(x,t) =

Pyaa(0,t — z)e” Jom prara(mdr

= 1/Jn_167/\"’1t ,x <t

.Z’_)71,1’1(()7 t— x)e_ I pn—1,1(T)dT

Pnfl.MJrl(O,t — (p)e— JoS i (r)dr
| ¢n€*>‘nt
P”L,l(oa t— x)e‘ fL:)o ,U"n,l('l')d‘l'

Pla,t) = (S()¢)(z)

Pre Mt
bra(t - ge Sema(ie

Vi (t = z)e” femernarn(mdr

- fr—ge ot &> 1

wn—l 1(t _ a:)e_ f:_t pn—1,1(7)dT

(t - l..)ei f,f,t p1,1(7)dr

pne !
wn,l(t _ x)e_ f;_t .“'n,l(T)dT

ql)nfl,M+1

where P; ,,(0,t — ) and P, ;(0,¢ — x) are given by Eq. (5)
and Eq. (6).
Proof. P(x,t) satisfys

P; )
d dt(t) = —)\iPi(t), 1 S (3 S n (31)
a}Di,m, fﬂ,t aPz,m l’,t
n(2nl) y QBB l) @) P, )
1<i<n—-1,1<m<M+1 (32)
0P, ;(x,t OP, (x,t
Q ) £ ) = i(@) Pl t) (33)
1<i<n—-1,1<m<M+1 (34)
P 1(0,t) = Ay Po(t) (35)

Pi(0) =1; (1 <i<n), Pm(z,0)=1hm(z)
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(1<i<n—1,1<m<M+1), P(z,0) =, (z)
(36)
Take £ = « —t and define Q; »(t) = Pim(§ +t,t) (1 <
i<n—1;,1<m<M+1)and Qn(t) = Ppi(§+t,1),
then Egs. (32)-(33) gives
dQim(t
QT() = _Mi,m(é- + t)Qi,m(t) 37
dQn i (t
Qd;( ) = —pn 1 (E+1)Qn (1) (33)
If £ <0 (e, z <t), then using Q; (=) = P m (0, —¢) =

Pi,m(oatfx)a Qn,l(ig) :Pnl(o 5) nl(o t— Z) and
integrating Eqgs. (37)—(38) from —¢ to ¢t we have

Pin(,) = Qi (t) = Qim(—€)e™ Jo #omlEtmidr

= Pi7m(07t - x)€_ fOOC Hi,m (E+T)dT

L P (08— z)e” Jo mim@)dy

=P m(O t— ZC)e_ J5° wim (T)dT (39)
Ppa(2,t) = Qni(t) = Pn(0,t — x)e =I5 o (T)dT (40)

If £ > 0 (equivalently = > t), then using relations Q; ,,,(0) =
Pi,m(fao) = wz,m(x - t) and Qn,l(o) = n,l(gvo) =
Yn,i(x — t) and integrating Eq. (37) and Eq. (38) from 0
to ¢ we derive

Pi’m(z’ t) = Qim (t) = Qi,m(O)ef I3 wi,m (E+7)dT
= it — x)e ST Ham(EETIAT
= Py (t — z)e™ Jae pimW)dy
= m(t —x)e” 5, pim(T)dr an
Poi(m,t) = Qui(t) = o (t — z)e™ Jame ot (DIT 40y
From Eq. (31) and Eq. (36) we obtain
Pi(t) = e Nt (43)

Egs. (39)—(43) show that the result of this proposition holds.
If we define two operators as follows, for ¥ € X:

0 , ¢ €[0,¢)
V@ ={ Sw e @
(w@)w(z)—{ (g(tm)(z) ’ffe[?t’fgo) (45)

then S(t)y = V()Y + W(t)y, Vi € X.

From Theorem 1.35 in [29], we deduce the following
result:

Lemma 4.1. A bounded subset G € X is relatively
compact if and only if the following conditions satisfy
simultaneously:

S S Y e+ ) (o) = 0
}Lli% f() ‘gn,l T+ h’) - gn,l(x”dx =0
uniformly for g € G

, | T L [ i m (@) ]dz = 0

Jim [ |gn.1 (@) |dz = 0

uniformly for g € G

Theorem 4.1. Assume that y; ,,(z)(1 <i<n—-1; 1<
m < M +1) and p,, ;(x) are Lipschitz continuous and there
€XiStS [b;.m, fi,m, Hn, and fi,; such that

0< Him < ,ui,m(z) < Him < 00
O<w§un’l(m) < Tini < 00,
then W(t) is a compact operator on X.

Proof. By the definition of W(t), it suffices to prove the
condition (1) in Lemma 4.1. For bounded 3 € X, we set
P(z,t) = (S{t)¢)(x), = € [0,t), then P(x,t) is a solution
of the system (8). Hence, using the result of Proposition 4.1
and Eq. (44) we get, for z, h € [0,t), z+ h € [0,1),

—1M+1

ZZ/’P,mz+ht lmxt|da:

+/ |Pnyl(x+h,t)—Pnﬁl(x,t)|dx

n—1M+1

72 Z/ 1m 0 t*ﬁﬂ*h) - oerhMi,m(T)dT
i=1 m=1
PO, — & — h)e= Ji mam @)

- Pom(0,t — 3 — B)e— J& pon(r)dr
- P@m(o, t—x)e” Jo tim (T)AT | 1
t
+ n,l(07t —x—h)e” ST pn 1 (7)dr
0
(O t—x— h)e_ for fn 1 (T)dT
+ Py l(o t—x— h)e_ Jo B (T)dr
- P, l(O t— :)j)e_ Jo tn i (T)dr de
n—1 M+1
SZZ/|PIM xfh)|
i=1 m=1
fo frim (T)dT _ e fn Wi,m (T)dT dx
n—1M+1
+ZZ/‘sz _x_h)_Pi,m(O,t—aj)|
i=1 m=1
e~ Iy wim (T)dT dx
/ ’Pn l t —x — h)|
f " i (7)dr — e~ J§ tn i (T)dr dx

/ P 1(0,t — 2 — h) — Poy(0,t — )|

e~ Jo mn ()T gy (45)

Now, we will estimate each of the terms in Eq. (45). Using
Egs. (34)-(35) and the properties of semigroups, we can
conclude that

= /\mm!Pi(t —x— h)‘ < /\mmHP(-,t— z—h
()HX < AianwHX

—z—h)|

—az—h)|

x

= A1"'7m||5(t — = h)¢ (46)

|Pai(0,t — 2 — h)| = | A Palt

= M| Pa(t =z — h)| < An||P(t—2 = h)|| o
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=[St =z —R)Y()|| ¢ < Mall¥ll (47) If h € [-t,0), = € [0,t), then P;,,(x + h,t) = Py (z +

By Egs. (46)-(47) we can estimate the first and third term of h,t) =0 when 2 + h < 0. Thus

Eq. (45) as follows. n—1M+1
t Z Z / ‘le x + h,t) Pi,m(x,t)|dx
/ ’Piym(O,t—x—h)| i=1 m=1
0
X ‘67 fow+h Hi,m (T)dT _ effoz Hi,m (T)dT dx / |Pnl x + h t nl X, t ’dx
Wl [ et mima Ji () —
S/\inm?ﬁx/‘e_(’ Hm AT — e Jo Bom AT\ diy = / h,t ,t)|d
o 55 [ e -
— 0, as |h| — 0, uniformly for ¢ o _n
Pim 7t d
1<i<n—-1,1<m<M+1) (48) +/0 | (T )’x}
t
P, h,t) — Py (x,t)|d
/yPnlOt—g;—h)] +/_h,| 1@t 8) = Poi(a,t)|de
—h
‘e‘f " (DT _ o= [§ ()T g +/ |Pn,l(m7t)|dx (55)
0
< )\n||¢||X/ e~ Jo T pna(mdr _ o= 5 ()T | g For z + h € [0,t), x € [0,t), h € [—,0), the same way as
0

in Eq. (54) is obtained for the first and third terms in Eq.
— 0, as |h| — 0, uniformly for ¢ (49)  (55)

By applying Egs. (34)-(35), Proposition 4.1 and the above ¢
equations we have / |PZ m(x + h,t) — P (2, t)|de — 0 as |h] — 0,

’Pi)m(O,t—w—h)—Pi,m((),t—x)’ uniformly forv (1<i<n—-1,1<m<M+1)

= [AinmPi(t — x — h) = Xinm Pi(t — )| (56)

t
/ |Ppi(x+ h,t) — Pn’l(x7t)|dx — 0 as |h| —0,
—h

uniformly for ¢ (57)

_ )\inm‘wie—)\i(t—ac—h) — e i)

< )‘inm||¢HX‘€_)\i(t_m_h) _ e—)\i(t—m)

In the following, by using Proposition 4.1 and Eqs. (46)-(47)
we estimate the second and last term in Eq. (55):

—h
/ | Pim (,t)|da
0

—h
= / ‘Pz‘,m(O, t— x)|e_ Jo mem(r)dr g0
0

— 0, as |h’ — 0, uniformly for ¢
(1<i<n-1,1<m<M+1) (50)
|Pnyl((),t—m—h)—Pn,l((),t—xﬂ

= )\nHl/JHX‘e_)‘n(t—x—h) _ e ilt—a)

— 0, as |h| — 0, uniformly for ¢ (51) z/ |/\mm 5 (t — ) |e Jo mim (T)dT gy
0
From Eqgs. (50)-(51) we estimate the second and last term of —h I% i ()
Eq. (45) as follows. < Aﬂ)deJHX/O e Jo Him T dy — 0
t ,
[ 1Punl0st =2 = ) = Popn 0,8 = )™ I3 om0 as [h| — 0, uniformly for
0 ‘
— 0, as |h|] — 0, uniformly for ¢ (I<ig<n-11<m<M+1) (58)
—h —h
1<i<n-1,1<m<M+1) (52) / ‘P"»l(x’t”dxg)‘"HwHX/ o= S i () g,
. 0 0
/ |Pnl Jt—a—h)— P, (0t — x)’e* Jo i (m)dr — 0 as |h| — 0, uniformly for ¢ (59)
— 0, as |h| — 0, uniformly for ¢ (53)  Combining Egs. (55)—(59) we have, for h € (—t,0),
Combining Eqs. (48)-(49), Egs. (52)-(53) with Eq. (45) we ne1 M+l
deduce, for x + h € [0,1), Z Z/ | Py (@ + hyt) — P (2, t)|da
n—1 M+1 i=1 m=1
Pin (2 + ht) — Py(z,t)|d
;m,z:l/ | o il )‘ ’ +/ |Pri(@ 4 hyt) — Pyy(a,t)|de — 0
0
/ ‘Pnlx‘i‘ht nlmt‘d$—>0 as |h| — 0, uniformly for @ (60)
as |h| — 0, uniformly for i (54)

Eq. (60) and Eq. (54) show that W(t) is a compact operator.
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Theorem 4.2. Under the conditions of Theorem 4.1, then
V(t) fulfills

V()| x < e il tim: meldt) g vy e X

Proof. For any ¢ € X, according to the definition of V(t)
and Proposition 4.1, we obtain

VOO = [ie™]
=1

n—1 M+1

£ D [ Wl = e

i=1 m=1

0 x
- / [ 1 (@ — t)e™ Jemi it (7| gy
t

n

<Y
=1
n—1M+1

+ Z Z e_M/OO |0i,m (x — t)|da

i=1 m=1 t

+ e_M/ |tz — t)|dz
t

n

67)\1-15 Z |7pz |

i=1

y=x—t

n—1M+1

Yy e*“ﬂ/m [t () |y

i=1 m=1 t

oo
e / [n.a(y)|dy
t
<e min{)\i7 Hi,m, u’"’l}t{ i |/¢Z|
i=1

n—1M+1

+ Z Z Hwi,mHLl[O,oo) + Hwn,l

i=1 m=1

P COTE

Ll[O,oo)}

(61)

This shows that the result of the theorem is right.
From Theorem 4.1 and Theorem 4.2 we deduce

IS(t) = W)l = V() x < e ™At ikt
—0 ast—0

From which together with Definition 1.85 in [29], we derive
that S(t) is a quasi-compact C semigroup in X. Since, €2 :
X — Rt (=Dx(M+1) s 3 bounded linear operator, it
follows that €2 is a compact operator on X. Thus, based on
this result and Proposition 2.9 in Nagel [30], we obtain the
following result.

Corollary 4.1. Under the conditions of Theorem 4.1, then
T(t) is a quasi-compact Cp-semigroup in X.

Lemma 4.2. The eigenvalue 0 of the operator (® + )
have geometric multiplicity 1.

Proof. Consider the equation (® + Q)P =0, i.e,

n—1 jo%s)
)\1P1 = Z / Mi7M+1(l')Pi7]\,1+1(£L')dSU
i=1"0

+ / IUJn?l(.I)Pn,l(x)dx

0
dPi,m ({L‘)
dx

(62)

= —,ui’m((E)‘Pi,m(x)?

1<i<n—-1,1<m<M+1 (63)

M s
APy = Z/ Hi—1,m (%) Pim1,m(2)dz, 2 <0 <n (64)
m=1"0

del(.T)
dx

Pyn(0) = A Piy, 1<i<n—1,1<m<M+1 (66)

= —fin,1 () P (2) (65)

Poi(0) = APy 67)

By solving Eq. (63), Eq. (65) and using Egs. (66)-(67) we
have
B,m(lf) = >\i’rI7n,Pi€7 Jo wim (7)dr
Pn,l(x) = )\npnef fom for,1 (T)dT

(68)
(69)

Through inserting Eq. (68) into Eq. (64) we obtain

P

Z im ;\_1H71 / //Lifl,m(:E)e_ fo/ Hifl,m(q—)(h-dx
m=1 % 0

“lp | = 3 M e
m>\z ifl—(znm) /\7Z 1, Stsn

-

Ui

m=1

3
&

(70)
From Egs. (68)-(70)we can estimate

n—1 M+1

1P| = Z P+ /OOO | P, ()| dac

i=1 m=1

—|—/ |Pn7l(x)|dx
0

= |Pi| + Z | ;]
=2

n—1M+1

+ Z Z /OOO ’/\mmPie_ Jo b m ()47 g

i=1 m=1
+/ |>\nPn67[01 NH’L(T)dT|d£C
0

M

_ (1“1; ( 3 nm)i_lii)w

m=1
n—1 M M+1

+)\1Z(an)ilmz_lnm

i=1 m=1
o0 x
X / e~ o mim(MAT g1 p |
0

M n-1 00 .
m=1 0

< 0

The above equation indicates that 0 is an eigenvalue of the
operator (® + Q). Furthermore, from Egs. (4-39)-(4-41), we
can deduce that the eigenvector corresponding O generates
a one-dimensional linear space, which means the geometric
multiplicity of 0 is 1 (see Gupur [29], Definition 1.23).

Lemma 4.3. The conjugate operator (® + Q)" of (® + Q)
is given by

(®+0)'Q"=(A+B)Q", Q" €D(A)
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where B 0 Xm ... Aimm+1
Bi = ,
; 0

X M+2)x (M+2
Q1,1(x) ~ 0 A (M2 (M+2)
: B = (0 0)
Ay QI’ME(I) Proof. By applying integration by parts and the boundary
AQ*(2) . : conditions on P € D(®) and Q* € D(A), we have
xTr) = ! Q*
An— . n—1 %
! A” n—l,l(‘r) <((D+Q)P7Q > .
. = { -\ P+ Z/ Mi7M+1(J))P,'7]V[+1(JC)dZ‘
1*1—1,M+1(l’) i=1 70

n *

ni(T) Jr/0 Nn,l(x)Pn,l(x)dx}Ql

n—1M+1
> dP; ()
4Qim( ), dQ%( ) exists and ; 7n§_:1‘/0 { dz

dzx
D(A)=(Q" e X" Q7 (00) = @y, (00) = a, i o
1<i<n—1,1<m<M+1 ~ Him () W(I)}Qum(@ z
M oo
{ ~ NP+ Y / ui_Lm(x)Pi_l,m(x)da;}Q;‘
d i=2 m=170

d
Al:dla —)\i,——— (@), —— — T %) X
9( dx i () dz pi w1 ( )) +/ { B de,z(a:) B un,l(l’)Pn,l(:L“)}Q; (2)dz
. O .’L‘ )
A, = dzag( — A, T Mn}l(m))

(1<i<n-1) +

n

n n—1 00
== NQiPi+ Z/ i, m+1(2) Q1 Pi v (2)dx
i=1 i=170

Q1 o0
Qf,l(x) + / ,Ufn,l(x)QTPn,l(z)dx
. 0
. n—1 M+1 0o
* Pi m
El B Ql,]\4+1(x) - Z Z/ d ;lx(x)Q::’rn(x)dx
. . : i=1 m=1"0
=l L o T
A Ba 0 SN [ b @Qi @Pn (o)
B, B i i=1 m=1"0
§ : n M 00
Qn71,1\£+1($) +ZZ/ pi1,m (2)Qf Pi—1,m/(2)dx
*Q" i=2 m=1"0
Qn,l(x) [ele]
- dpn’l(x)Q* (z)dx
Q1 o dx o
Q1,1(0) oo
; [ @) Qiala) Pasla)ds
: 0
El QT,MH(O) n n—1 oo
) ; — -3 NQIP Y [ s @)QiPusria(a)ds
+ . _ * =1 =1 0
Bn_1 _ Qf?j;l(o) 0o n—1 M+1
B, | [ @)@ Parle)de + 3 Y QLul0)Pin(0)
o : ) 0 i=1 m=1
n—1,M+1 n—1M+1 *
Qna(0) *; Z_:l /0 Tay enlolde
n—1M+1 oo
0 Y [ b @Qi @ P
i1 (z) i=1 m=1"0
B O ) B _(0 0) n M oo
i= : Br=l0 o) 4 / i1 (@) Q] Pt ()
pi, v () ;w; 0
0 (M4+1)x (M+2) y > dQy, (z)

P,
0 e Q0P + [ =
Bi = aBn = ( > )
1x2
1x(M+2)

it (@) fin1 () - / T ()@ () P ()
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n n—1 e
=-> NQiPi+ Z/ pi v+ (2) Q1 P ni 1 () d
i=1 i=10

n—1 M+1

+ / it (©)Qi P @)z + 5 S Qi (A P

i=1 m=1

n M 0o
+Z Z/O ti—1,m(2)QF Pi—1,m(z)dx

=2 m=1
© dQt ,(«
rQnonps [ e Gy,
’ 0 dl’

- o (2) Q1 (@) Pa ()

n—1 M

N aop * [dQ7 ()

_ Mz,m(ZC)Q:,m(m) + Mi7m($)Qr+1 }P'L,m(l')dl‘
[ [dQ;
" ; /0 {W — i1 (%) Q7 ppiq ()

+ pi a1 (2) Q7 }Pi,M+1 (x)dx

i /oOO {delgi(w) = pn 1 (2) Q7 1(7)

N un,lu)cz’f}Pn,z(m)dw
n—1M+1
0D i Q5 (0) P+ A @5, 1(0) Py
i=1 m=1

=(P,(A+B)Q")

From which together with Definition 1.21 [29] we know that
the result of this lemma is right.

Lemma 4.4. The eigenvalue 0 of the (®+ Q)" have
geometric multiplicity 1.

Proof. Consider the equation (® + Q)" Q* =0, i.e,

(4-45)

M+1
“NQIH A D Qi (0) =0, 1<i<n—1 (71
m=1
Q7 (2) ] "
T = Mi,m(x)Qi,m(x) - Ni,M<x)Qi+17
1<i<n—-1,1<m<M (72)
dQ7 ar41(7) \ \
# = Mz',M+1(fU)Qi,M+1(33) — pi,m41(7) Q7
1<i<n—1 (73)
— M@y +An@5,(0) =0 (74)
Q. () . .
T = i () Q) — o (1)Q (75)

Qim(00) =Qn(0) =a, 1<i<n—1,1<m<M
(76)

By solving Eq. (72), Eq. (73) and Eq. (75) we have
Qim(r) =Qim

= el [ Q7 e g
0
)

(O)efdI fi,m (T)dT

Qi v () = Q;'k,Mﬂ(O)ef; Hi a1 (T)dT
_ fo minya(r)dr /I s ()07 s “i»1W+1(7—)de€
0 (78)
Q(x) = Q;i,l(o)efd” fn 1 (T)dT

n,l
T
- el [, (©)Qie KOt 79
0

Multiplying both sides of Eqgs. (77)-(79) by e~ Jo #i,m(7)dr
e Jo mim+1(T)dT and o= Jo #na(T)AT and taking the limit as
x — 00, and using Eq. (76), we obtain

[ee]

Qi (0) = Q7 L. (€)e J6 P ()7 g (80)
0

Q7 14+1(0) ZQT/ pin+1(§)e” J5 piars (AT ge g1y
0

Qr.(0) = Q3 / i1 (€)™ I 1t (D7 g (82)
0

Substituting Eqgs. (80)-(82) into Eq. (71), Eq. (74) and using
M+1
> Nm = 1, we have

m=1
M
Qi =Y Q3+ 1Q;
m=1
M
Q5= Q3+ 1Q5
m=1

M
Qhr =Y Qi+ Qf
m=1

Q= Q1
= Q; =Q7,

By inserting Eqgs. (80)-(82) into Eqs. (77)-(79) and using Eq.
(83) we derive

QZm (Jf) = ef(f o (7 / Him (f)Q;{-l e f0§ Hi'M(T)deg

0

2<i<n (83)

- Q:—i—lefoz i, (T)dT / Him (5)6_ fo& #i’m(T)def

0

= Q;‘kﬂefox “"""(T)df/

x

e (vde
/’Li,m(f)e fo fi,m (T)d dé_

= Qz—i-lefow M’m(T)dT( — e JE pim (T)dT |OO)

:Q;‘+1:Q*1‘7
1<i<n—-1,1<m<M+1

Q7 v () = eJo i nrga(7)dr

x / Mi,M+1(§)Q’1‘e_ Is Ni,M+1(T)de£

(84)

=Q: 1<i<n-1 (85)
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Q:;’l(ﬂf) = €f01 l‘n,l("')d"'/ M?L,l(g)QTe_ fo5 #n,l(T)drdé-

=Q1 (86)

Summarizing Eqgs. (83)-(86) yields

Q™I

max
1<i<n
1<m<M+1

H@X{lgﬁ§|Q| 1QE = 0.00),

HQ;mme@ﬂ}

=[Q1] < o0

From the above, 0 is an eigenvalue of (® + Q)*. Fur-
thermore, from Egs. (83)-(86), it is easy to see that the
eigenvector corresponding to 0 generates a one-dimensional
linear space, i.e., the geometric multiplicity of 0 is 1.

Combining Lemmas 4.1 and 4.3 with Theorem 3.1, we
have that the algebraic multiplicity of O is also 1 and that
the spectral boundary of ® + is 0, i.e., s(®?+ Q) =
Thus, by using Theorem 3.1, Corollary 4.1, Lemma 4.1 and
Theorem 1.90 [29] the following result can be derived:

Theorem 4.3. If conditions of Theorem 4.1 hold, then
there is a positive projection operator [P and suitable constants
§ > 0 and M > 0 such that

IT(t) — Pl| < Me™*

where P = 5L [o(2] — ® —Q)7'dz, T is a circle of a
sufficiently small radius with its center at 0.

By the proof of Theorem 1.90 [29], Theorem 3.1, Corol-
lary 4.1 and Theorem 4.1, we have that

{veo(@+9)| %y =0} = {0}

In other words, all points on the imaginary axis except zero
belong to the resolvent set of ® + ). This means that only
0 is the spectral point of ® + 2 on the imaginary axis. Thus
by using Theorem 1.96 [29] we obtain the following result:

Remark 4.1. If p; ,(2)(1 <i<n—-1; 1<m < M+
1) and p;,(x) are Lipschitz continuous and there exists
Wim» Hims Mn, and fi,; such that

0< Him < Nz’,m(z) < Him < 00
0 < ping < png(x) <

Hn,l < 00,

then the time-dependent solution of the system (2-8) strongly
converges to its steady-state solution, i.e.,

hm P(z,t) = (P(0),Q*)P(x)

where P(x) is the eigenvector corresponding to 0, P(0) is the
initial value of the system (2-8), and Q*(z) is the eigenvector
of ® + ) corresponding to 0.

Lemma 4.5. For v € p(® + Q) and Vi) € X, we have

wl 'A%
1/11,1(93) yl,l(x)
¢1,M.+1(I) yl,M:&-l(x)
(’yI o 9)71 %—1 = yn'—l
wn—l,l(x) yn—l,l(x)
¢n—1,1;1+1(9€) yn—l,A.I—l-l(z)
wn Yn
wn,l(f) yn,l(x)

Proof. For Vi) € X, we consider the equation

A —-D-Qy=1 ie.,

n—1 0o
(v + Ay = Z/ Hi,M+1(2)Yi, v (2)d
i=1"0

+ / Mn,l(x)yn,l(x)dx + 1 87)
0
d ,m
WD) — (4 i (@i (3) + i (),
X
1<i<n—-1,1<m<M+1 (88)
'7"‘)\ Z/ Mi— lm yz lm( )d(E—‘r’(/)“
2<1<n (89)
dyn,
yd.’lb( ) —(’Y + ,Un,l(x))yn,l(x) + wi,m(x) (90)

Yim(0) = Aimyi, 1<i<n—1, 1<m<M+1 91)

By solving Egs. (88), Eq. (90) and combining it with Eq.
91), Eq. (92), we have
Yim(T) = y@m(O)e’WffOl Hi,m (T)dT
+ e~ ve= o Him (T)dT /I wmn(g)ew&ﬂf #z‘,m(T)deg
= Ainmyieiyxif: “i’m(T(;dT
+ e 1o s ()T /Ox Yim (€)

I m.,m(f)dfdg

93)
y”,l(x) = Yn, 1(0)6_71_&? Hn(T)dT

[

— )\nyne—vx—fo Pt (T)dT

+e =)o “”*’(T)dT/ Pn1(§)
0

+ e T 5 Bna (T ev§+f§ Hn 1 (T)AT e

VIS na(7)dT d¢

(94)
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Substituting Eq. (93) into Eq. (88) yields

o0 T
- / Nifl,m(f)e_w_f‘i izt (DT g
0

Z/ fimtm (@) pimtm ()T

m=1

X / ¢¢71,m(§)e"’5+f0§ Hi=1,m (DT e e
0

V+z

1
+——%;, 2<i<n
'Y‘f')\iw

s M
G'L’ = m
) v+ A1 Z !

x/ Ni,m($)€77m7fdm Haum (T)AT (o,
0

M
1 > -
() = —— (e v Jo pim(T)dT
0= i 2y e

X /I Vim(§)

1;[}1' v + )\Z+17/}z+1

ST 1w (AT e gy

then

Y2 = Gi(y)yr + Fi(y +1/)1

H Ga-
2-12-2—k

+3° II Gosor(n) [Fulr) + ]

k=1 j=0

ys = G2G1(Y)y1 + G2 Fi(7) + Gathy + Fa(y) + 2

3—1 3—13-2—k
~ Tl )
j=1

1+ZHG3J1 [ ()+¢k]
k=1 j5=0
ys = G3G2G1(Y)y1 + G3G2F1(7) + G3Gatpy + G3Fa(7)

+ Gathy + G + 93

4-1 4—-14—-2—Fk

=TI G+ 30 TT Casmr() [Fin) + 44
j=1 k=1 ;=0

i—1 1—11

S L Gsat) ) [Fr() + 0],
k=

Jj=1 1 j7=0
2<1<n

By substituting Eq. (95) into Eqs. (93)-(94), we get

yl,m(x) = Alnmyle_'m_for p1,m (T)dT
+ e_"/x—fdr #1,m(T)dT /JE P1 m(g)e"/&-i-fog “‘1,7n(7’)d7’d§
0
1<m<M+1 96)
i—1
yi:'m’(‘r) = A7,"77711'-/1 H Gl_] (,.y)e—’y:t—foz i, m (T)dT
7j=1

95)

i—1i—2—k

+)‘1an H Gi- Jj— 1 [ ()"'wk]

k=1 35=0
o o=1T—J tim(r)dr

xr
_’_e_’yx_fg Mi,m(T)dT/ wz,m(é-)
0
2<i<n—-1,1<m<M+1

e+ Is Him ()T g

o7

Yn,i(x —)‘nZUlHGz i(y)e1E I mma(rydr
i—1i—2—k

Jr/\ZI_IGZJl {()+wk}
k=1 j=0

% e—'yw—f: fo 1 (T)dT

R / Y (€)
0

By Combining Egs. (96)-(98) with Eq. (87) yields
(v + M)

S
= )\1771\/1+1y1 / MI,MJrl(ZU)e_’Yl-_fJ “LM“(T)de:L‘
0

TS Hn 1 (T)T e

(98)

o0
* / pi1 pp g1 (z)e 7o B (rdr
0

xT

x / 1/)1,M+1(§)e"75+f§ a1 (TAT g o
0

n—1 i1

+ Z /\inMﬂyl H Gi—j (fy)

=2 j=1

x / Mi,M-{-l(l‘)e*Wc*fow #i,]\4+1('r)d'rdx
0

i—1i—-2—k
+Z/\Z77M+1 H Gz Jj— 1 |: ( )+7/)k:|
k=1 j5=0

(o)
X / pipgqr (z)e 7o piarn (DT gy
0

n—1 Joe)
+ Z i, M+1 (x)e_"“_ftf pi v (T)dT
i=2 70

X / ¢i,M+1(§)67§+fo£ iu'i,Z\/IJrl(T)dede
0
n—1

+ Anyl H Gn—j (’Y)

j=1
o0 x
- / fim 1 (x)e VTS (1) iy
0

n—1ln

+)‘n ﬁan j— 1 { ( )"'wk}

k=1 j5=0

o0 x

) / i (w)e ™I ()7 g
2

/ i ()™ VT (7

< [

(£)eEHIS a7 g 4 gy

=
n—1 i—1i—2—k

U1 :{Z)\inMJAZ H Gz —J— 1 |: ( )+wk]
i=2 k=1 j=0
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oo
* / i (@)e” 7o pars (17 g
0
n—1 00
+ Z/ i ar i1 (x)e 1 Jo piarsa (m)dr
i=170

T

X/ i Ar41 (£)eVET i (AT ge o
0
n—1ln—2—k

+x0 Y I Gosr() [E«(VHM

k=1 j=0

X / Mn,l(ﬁﬁ)eiwz*f(f tn 1 (T)AT g
0

+/ Mn,z(:c)e*’ﬂ*f(;”#n,l(r)dr
0
X / ¢n,z(§)675+fff i (D)7 e oy 4 ¢1}/
0
{’Y + A1

= AT+ / PJl,M+1(l‘)€77x*f: s, m41(T)dT g0
0
n—1 i—1
= A [T Gt
=2 j=1
> x
X/ /ii,M+1(m')e_7w_fo’Mi.M+1('r)d-rdx
0
n—1 s
_ )\n H Gn*] ('V) / Mn’l(l‘)e—’Yw—foT’ Mn,l(T)dex}
j=1 0
99)
Egs. (95)-(99) show that the conclusions of this lemma hold.
Theorem 4.4.Assume that p; ,,(z)(1 <i<n-—1; 1<

m < M +1) and p,,;(x) are Lipschitz continuous and there
eXiSt f4;.m, [hi,m, Mn, and fi,; such that

0 < iym < tim () < TWiom < 00
0 < fin, < pna(x) < Jiny < 00,

then the TDS P(x,t) of system (2-8) converges exponen-
tially to its SSS P(z), i.e.,

|P(-,t) — P(-)|| < Me™®, ¥t >0

where, M and § are the positive constants in Theorem 4.3
and P(x) is the characteristic negotiation in Lemma 4.1.

Proof. Theorems 4.1, Theorems 4.2, Eq. (43) and Eq. (44)
imply

In||S(t) —W(@R)|| = V(@) < fmin{)\i, i ms M}t

_ IIS(t)t— 40l

< —min {);, Hi,m;s M}

From this, together with Proposition 2.10 of Nagel and Engel
[32], we have we,s (S(t)) the essential growth bound of S(t)
(equivalently, we,s(®) the essential growth bound of @ ),
satisfying

wess (S(t)) < —min {\;, Hiyms M}

Since Q : X — RnHI+H(—1x(M+1) jg compact operators,
by Proposition 2.12 in Nagel and Engel [32], we have

Wess ((I) + Q) = Wess (T(t)) = Wess (S(t))

< —min {), Hi,ms M} (100)

Theorem 3.1, Corollary 2.11 of Engel and Nagel [32]
, Lemma 4.1, and Corollary 4.1 imply that w(T) =
0, s(® + Q) = 0,and thus, from Eq. (4-62), Theorem 1.87
[29],

0€a(®+Q)N{yECIRY > wess(P+Q)}

we Know that 0 is an isolated eigenvalue of ® + €2 and has
algebraic multiplicity 1. In other words, O is a 1st order pole
of (vI —® — Q)_l. Therefore, from Theorem 4.3, Lemma
4.5 and the residue theorem, we derive

P(z) = —

2mi J§
= lim (v — @ — Q)" '¢(x)
v—0

Now, we find the projection operator by evaluating the
aforementioned limit. Considering that

| ol 5 en 20 gy = e B iy,
1<i<n—1,1<m<M+1

o0
/o fin g (x)e™ o 1t (T G — o= Jo ()T —

(21 —® — Q) '(x)dz

(101)

and using L’Hospital’s rule, we get

lim 'y/{’y + A1 — M4
~—0

X / Ml,M+1(.Z’)e_'m_foaC s, m41(7)dT 0
0
n—1 i—1
=2 i [T G )
=2 j=1
X / Mg M+1(£C)€7A/x7fo$ /J'i,hl+1(T)deI
0
n—1
=M [[Gaei)
Jj=1
X / /JLn’l(x)eifyI*fom l"n,L(T)d‘rdx}
0
= lim 1/{1 + M4t
v—0
X / ‘Tﬂl,M+1($)67’yx7fdx /"'1,1\/I+1(T)d7'dz
0
n—1 i—1
+ > A [[Giesi()
1=2 j=1
X / xlii,M+1(.Z‘)e_7$_fom Hi,]\/1+1(7')dew
0
= izl i—1
+ Z )\1',77M+1 Z Gi—j-‘,—l(’y) H Gi—k+1(’)/)
=2 Jj=1 k=1

k3

oo
8 / Ui,M+1(1‘)€_W_f° i1 ()T gy
0
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n—1

+ An H Gn—j('}/)
j=1

0

1:[ Grn—r+1(7)

k=
ki

X/ /ln,z(x)e”foz“"v’“)dex}
0

= 1/{1 + )\1771W+1 / xﬂl,M+1($)€7 Iy #1,M+1(‘r)d7—dx
0

i—1
+ )\n Z anjJrl(’Y)

=1

n—1 , M i—1
+ A4t Z < Z Tlm)
=2 m=1

oo
- / wpti, e (@)e Jo 1o (DT gy
0

i—11—2
HmMﬂz(z%) >

m=1 7=0

n—1 M i— 2:2 2 M
+ M Y ( > nm> >
=2 j=0 m=1

m=1 j=
o0 x
/ Ttimjt (@) IS Pt (O

+A1/ pin 1 ()™ S0 Hnt (DT gy
0

>’I‘L 1n—2 1
TIm
=0 )‘"*j

M n— 2n 2 M

Z 77m> Z Nm,
=1

o0

j=0 m=1

Thn—j—1,m(T)e -y #njl,m(T)deI}

- = (102)
From Eq. (102), Lemma 4.5, Fubini’s theorem and
/Oo i ()™ I8 1 PTGy = I i (D)0

0
=1,1<i<n—-1,1<m<M+1 (103)

/o fin,p ()™ do Hma (T gy — o= J5 “"'I(T)dT‘go =1

(104)
n—1 M+1
i=1 m=1 (105)

eff m.m(T)degdx

/oouzmu -5 MWT/ Gim(E
/ "

/ i (x)e 15 1m0 dpde
3

efo i,m (T)dT

= /0C>o Yi,m (§)dE = /OOO Yim(x)d

1<i<n—-1,1<m<M+1

/000 fin g (x)e™ Jo ()T /OI Vn(8)
= [ vnstds = [ vty

lim vy,
v—0
M e
= {77M+1 Z / V1,m(x)dT + Nar4192
+ 141 Zﬂm Z/ Y1m(

m=1

+ a4 Z Nmt2 + N1 Z / Yo,m(2)d
m=1
2 M

Z/ Yrm(

(106)
eJs mna (AT ge gy

(107)

we derive

+77M+1¢3+77M+1< 77m>

M 2
+ 77M+1( > 77m> (CM

m=1

M M 00
b Yo Y [ van(e)s
m=1 m=1"0

M
a1 Y Mmts

m=1

M )
e Y / V3,m (T)dx + Narp19a
m=1"70

+ ..
M n—2 M )
+ < Z 777n> 1/)1,m($)d$
m=1 m=1"0
M n—2
+ < Z 77m) o
m=1
M n—3 M 00
+ < Z 7777L> Z wQ,m(I)dI
m=1 m=1
M n—3
+ < Z nm) 7/)3
m=1
+ ..
M M 00
+ Z Nm Z / ¢n72,m($)d33
m=1 m=1"70

+ Z nmwnfl + Z / ’(/}nfl,m(m)dx
m=1 m=1"0

0

_ {{1+§%+~~+ (mﬁ;”m)n_s}
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m=1 m=1
M M
+ (1 - Z 77m>1/}n1 + Z 77m¢n71
m=1 m=1
n—1 o)
-i-Z/ Yim+1(2)dr
=1 0
M 00
+ Z / ¢n—1 m(x)dz + wn
m=1 0

+/0 wn,l($)dm+w1}/H
M oo
{ 7nZ=1\/O ¢17m(£)daj+1’/}2

M .
+ 3 [ o)+ v

m=1

+ ...
M oo
+ Z / ¢n—3,m($)dﬂ? + 'L/)n—Z
m=1"0
]\/1'1 0o
+ Z / ¢n—2,m($)dﬂ? + 'L/)n—l
m=1"0

M 00
n—i1,m d n
+mZ_1/o Ut (@) +

n—1 Jo%e) o
+;/0 %‘,MH@)CZ%‘F/O wn,l(x)d$+1/}1}/H

n n—1 M+1 00
= {Zwi 1530 D RTETE
i=1 i=1 m=1"0
Jr/ wnl(x)dx}/H
0
1
- =B (108)
( > ”m> Mijme ™ Jo pim(T)dr
lim yy; g () = ~2=
v—0 ’ H

=P nx), 1<i<n-1,1<m<M+1 (109)

M i-1
( 17lm)
li = 2 =P, 2<i<n-1 (11
S5 Y N se=n-1 (10

M n—1
lim yy, () = ~"=
~y—0 ’ H
=P, (z) (111)

Combining Theorem 4.3 with Egs. (109)-(111), Eq. (92), we
get

Pi(z) = P(x) (112)

Thereby, the desired result is obtained from Theorem 3.3,
Eq. (112), Theorem 4.3, Eq. (105):

[P(,t) = PO)|| = |T()(-) = Py()|| < [ T() — P|[|]]
< Me % jy|| = Me™%, Wt >0

V. NUMERICAL RESULTS

This section, we discuss the effect of system parameters
on the transient reliability metrics using an industrial robotic
arm for automotive manufacturing as a case study. The
robotic system may experience three typical failure modes:
servo motor encoder signal drift (Failure Mode 1), reducer
gear micro-wear (Failure Mode 2), and control system main-
board burnout (Failure Mode 3). Their occurrence probabili-

3
ties are denoted as n,,,(m = 1,2, 3), satisfying > 7, = 1.

The maintenance strategy is implemented as 77floiﬁows: For
Failure Modes 1 and 2, Imperfect repairs are performed with
repair rates p;., (i = 1,2;m = 1,2);for Failure Mode 3,
Immediate replacement with a new robotic arm is performed
at a repair (replacement) rate of ;3 (i = 1,2); the system
has a maximum failure count of 3, triggering compulsory
replacement after the third failure at a repair (replacement)
rate of pg;.

The system failure rate \; (i = 1,2,3) increases with
successive repairs.

We fix the system parameters as follows: Ay = 0.03, Ay =
006, /\3 = 008, Hi1 = 03, Hi2 = 0.4,,[1173 =
0.5, H2,1 = 025, H2,2 = 035, H2,3 = 045, 3,1 = 0.2,
m = 0.3, n2 = 0.5, n3 = 0.2. We then discuss the effects
of the variation of each parameter on the transient reliability
metrics of the system, such as transient availability A(t),
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transient failure frequency m(t), reliability R(¢), and mean
time to first failure (MTTFF).

In Fig. 2, the variation of A(t) with time t is depicted
for different maximum number of failures n and numbers
of failure modes M (m = 1,...,M + 1). From Fig. 2,
it can be observed that A(t) decreases rapidly over time
and eventually converges to a fixed value, i.e., steady-state
availability. Additionally, the A(t) decreases as n and M
increase, which aligns with practical scenarios.

0.96

n=3
-==rpn=d4|-
------------- n=5

0.94

"’____._J_,..—u—

0.92
0.9

Z0887

0.86 LY

0.84

0.82

0.8 . - - - -
0 50 100 150 200 250 300

Time (t)

(a). A(t) for various n

0.96

o= RS20 V)
L

0.94 H

0.92r

086 4 =----

0.84

0.82
0 50 100 150 200 250 300

Time (t)
(b). A(¢) for various M
Fig. 2: Variation of A(t) for n and M

As shown in Fig. 3, A(t) decreases rapidly over time and
eventually converges to a constant value after a long period
of operation. Furthermore, an increase in the failure rate \;
(1 =1,2,3) also leads to a gradual decrease in the A(t).

1
,=0.02
2,=0.03

------------- 2,=0.04
0.95 1
Z oo
0.85
0.8 : : ; ; ‘
0 50 100 150 200 250 300
Time (t)
(a). A(t) for various Aq
0.94 ‘
3,=0.05
0.83f X,=0.06| |
oozl e 2,=0.07
0.91} 3
_. 09}
< 0.89
0.88
0.87
0.86 | Sl i R
0.85
0 50 100 150 200 250 300
Time (t)
(b). A(t) for various Ay
0.92
2,=0.07
0.91f - 2,=0.08|
............. 3,=0.09
0.9}
0.89
>3
0.88
0.87
0.86
0.85 : : : : ;
0 50 100 150 200 250 300

Time ()
(c). A(t) for various Ag
Fig. 3: Effect of \; (i = 1,2,3) on A(t)

Fig. 4 illustrates that the m(¢) increases dramatically
over time and eventually converges to a constant value
after an extended period of operation. In addition, as the
failure rate \; (¢ = 1,2, 3) increases, the my(t) also rises
correspondingly.
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Fig. 4: Effect of \; (i =1,2,3) on my(t)

Fig. 5 shows that the A(t) decreases rapidly over time and
eventually converges to a fixed value after a long period of
operation. Furthermore, the A(t) gradually increases as the
repair rate increases. These trends are consistent for different
tim (1=1,2; m =2,3) and yield similar results.
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Fig. 5: Effect of u;1 (i = 1,2), pg; on A(t)

Fig. 6 demonstrates that the m ;(¢) increases rapidly over
time and eventually converges to a fixed value after a long
period of operation. Additionally, mf(t) gradually increases
as the maintenance rate increases. Analogous results can be
obtained for different p; ., (1 =1,2;m =2,3).
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Fig. 6: Effect of ;1 (i =1,2), us; on my(t)

Fig. 7 illustrates the variation of R(t) with time (Fig. 7(a))
and the MTTFF with \; (Fig. 7(b)) for different values of
A1. It can be observed that R(t) gradually decreases and
tends toward zero as time increases, with smaller values
of R(t) corresponding to larger values of \;. Additionally,
MTTFF gradually decreases with an increase in A;.

These results show that the system’s reliability is primarily
influenced by A;, with no significant correlation observed
with Ay and A3. Furthermore, the instantaneous reliability
indices are found to converge to a fixed value as time

approaches infinity. This result further substantiates the ra-
tionality of the theoretical results presented in this paper.
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Fig. 7: The variation of R(t) with time and the variation of
MTTFF with \

VI. CONCLUSION

In this paper, we considered repairable systems with MFM
and IR based on the established based by the SVM. First, by
applying the Cj-semigroup theory, we demonstrated that the
main operator of the model generates a positively contractive
strong continuous semigroup. This result ensures the exis-
tences of a unique positive TDS that satisfies the probabilistic
properties of the model. Next, we showed that the semigroup
generated by the main operator is quasi-compact, and that
0 is an eigenvalue of geometric multiplicity 1 for both the
main operator and its conjugate operator. We further proved
that all points on the imaginary axis except 0 belong to
the resolvent set of the main operator. This leads to the
strong convergence of the TDS of the model to its SSS,
thereby validating the assumptions made in the literature
[23]. Subsequently, we applied the residue theorem to derive
the expression of the projection operator, which confirms the
exponential convergence of the TDS to the SSS.

Additionally, we examined the specific effects of each
parameter on system reliability through numerical examples.
These examples provide more reliable, safe and cost-effective
reliability models. In future research, we plan to further
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explore the asymptotic expression of the system TDS by
determining the spectral distribution of the main operator.
This will provide a deeper understanding of the long-term
behavior of the system and potentially offer more refined
results for reliability analysis.
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