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Abstract—In this paper, we consider the data mining 

problem of gene selection based on expression data and 
propose a method based on wavelet power spectrum. 
Wavelet power spectrum of the data has been analyzed and 
on the basis of the observations, a parameter was defined 
and used to select the features. Our proposed method has 
been applied on three types of cancer datasets. The results 
are in comparable with those of earlier works though our 
method is very simple and easy to and can be used in 
conjunction with other classification methods. Also, our 
technique is robust to noise. 
 

Index Terms—Wavelet power spectrum/ relative percentage 
variation/ feature selection
 

I. INTRODUCTION 
Modern technologies like microarrays facilitate the generation 
of expression levels of thousands of genes simultaneously 
which are useful in solving the biological problems like disease 
classification. and identifying the genetic networks. But, .many 
of them contributes nothing to the problem domain and simply 
adds up the computation burden and lessens the accuracy of the 
solution which is not desirable for complex problems like 
disease classification and preparing more effective therapeutic 
solution like individual drug design. So, it is important and 
necessary to mine this data to select only genes contributing to 
the problem domain and to filter irrelevant data. Feature 
selection is the problem of identifying such genes or features 
[1] with significant information content to improve the 
generalization performance and inference of classification 
models [2] by overcoming the ‘curse of dimensionality’ which 
causes the risk of “over fitting”. One important problem with 
feature selection methods is that both problem relevance and 
biological relevance of the features selected may not be 
achieved completely. Also, most of these methods do not fit for  
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the wide range of datasets. They coupled with a particular 
classification method and time consuming. The purpose of this 
paper is to propose a feature selection method based on wavelet 
power spectrum which is capable of addressing these issues.  

 

II. BACKGROUND 
Systematizations and surveys on feature selection algorithms 

have been presented in a variety of review articles like Blum 
and Langley [4], Kohavi and John [3] and Guyon [5]. A 
number of variable (or gene) selection methods like the support 
vector machine method [5], the genetic algorithm [6], the 
perceptron method [7], Bayesian variable selection [8,9,10,11], 
and the voting technique [12], mutual information-based gene 
and feature selection method [13], entropy based feature 
selection [15] and many artificial intelligent techniques like hill 
climbing, best first search [16], simulated annealing [17], 
backward elimination [18], forward selection and their 
combinations have been proposed. Specific to filter approach, 
Kira and Rendell’s Relief algorithm [19] which selects features 
based on a threshold of weights assigned to each feature is a 
good example but it was tested on small set of features. A 
notable work on high dimensional microarray data was done by 
Golub et al [12] on the same dataset .using correlation 
measures. Califano et al [20] also worked on a high 
dimensional dataset of 6817 genes using a supervised learning 
algorithm. All these works revealed the fact that the result was 
better when used selected features instead of the whole data set. 

 
Most of the methods of feature selection are complex and 

consume more time to converge. Another problem in these 
methods is redundancy of genes. Also, many of them do not fit 
for all data types in addition that they require more samples. 
Further, a very few model independent approaches for feature 
selection are available since most of the methods of feature 
selection are coupled with classification. In this paper, we 
propose a method of feature selection based on wavelet power 
spectrum which is found fit for a wide range of data sets and 
also works with smaller number of samples. It can be used in 
conjunction with other classification methods. The algorithm is 
very simple and requires comparatively less time to be 
executed. Unlike most of the other methods, it is relatively a 
very simple algorithm. In this work, apart from the novel use of 
wavelet power spectrum, we use the concept of distinct genes 
to tackle redundancy of genes. We observed that the features 
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selected by our method can be used in conjunction with more 
classification algorithms.  

III. THE METHOD 
In our approach of gene selection, we use the wavelet 

transforms of genes and the global spectral average of wavelet 
power spectrum over genes to select the genes useful for 
classification. A wavelet transform is a lossless linear 
transformation of a signal or data into coefficients on a basis of 
wavelet functions [22]. The use of wavelet transforms provides 
economical and informative mathematical representations of 
many objects of interest [23]. Also, the accessibility of 
wavelets has been made easier through many easily available 
software packages. Wavelet analysis is capable of providing 
analysis in a global fashion which is necessary in case of 
microarray data analysis.  Surveys of wavelet applications in 
biological data and in data mining are presented at [24 -26] 
respectively. Mathematical details of wavelets may be referred 
at [27, 28, 29]. 

Local wavelet power spectrum is calculated by summing the 
squares of the coefficient values for each band. Global wavelet 
power spectrum [30] is the average of such local power spectra. 
The nature of genes in different diagnostic categories is 
different and in varying amount. So, it may be observed while 
analyzing the wavelet power spectrum that it may not be same 
in all diagnostic categories and based on this observation, a 
method to select important features relevant to each category 
against others can be devised. Hence, there is a possibility for 
class discovery and prediction by monitoring gene expression 
using wavelet power spectrum. It is obvious from Fig 1 that the 
power spectrum of gene2 is not the same in all the diagnostic 
categories of SRBCT data.  

 
Fig 1. Wavelet power spectrum of gene 2 of SRBCT data set in different 
diagnostic categories. It is observed that gene 2 is dominant in EWS diagnostic 
category 

 
Also, while analyzing the power spectrum of different genes, 

we observed that the spectrum of expression of a gene is 
dominant in one class against the whole group of other classes 
and this class is not the same for all genes (See Fig 2). 

 

 
Fig 2. Wavelet power spectrum of gene 2 of SRBCT dataset in two sub clusters. 
It is observed that gene 2 is dominant in the cluster of samples of all other 
diagnostic categories than that  in the cluster of EWS samples alone. This 
propert may be utilized for feature selection problem. 

 
Fig 3 represents the power spectrum of another gene, Gene 

1319 of the same dataset. A comparison of power spectrum of 
Gene2 and that of Gene 1319 of SRBCT dataset reflects the 
alternative trend present in genes .Gene 2 has a spectrum 
dominant in the group of data other than EWS family and Gene 
1319 has a spectrum dominant in the EWS family 

 

 
Fig 3. Wavelet power spectrum of gene1319 of SRBCT dataset. . It is observed 
that gene 2 is dominant in the cluster of of EWS samples alone than in the 
cluster of samples of all other diagnostic categories. This trend is just opposite 
to that observed in the case of gene2. 
 

On the basis of the trends observed, we defined a parameter 
called relative percentage variation (RPV) to mine the data and 
to select the genes useful for distinguishing a diagnostic 
category from others. We calculated global average of the 
wavelet power spectra over genes in two subsets of a data, one 
containing single diagnostic category and the other containing 
remaining diagnostic categories.  

The relative percentage variation (RPV) of the global 
average spectra of the genes against that of the other subset is 

calculated using the formula 1 1

1

(x -y )RPV= ? 00%
x

 where 

x1 and y1 are the global averages of genes in a particular 
diagnostic category and in the second subset. This clearly 
divides the data into two clusters. Cluster with genes with 
positive RPV were selected for the genes useful for 
classification. The genes selected for standard datasets were 



 
 

 

observed to be in tune with those reported in earlier works (12, 
13, 14, 40) which used complex methods and most of these 
genes for classification. The same strategy can be applied to 
cluster the genes favourable for classification of any diagnostic 
category. Thus, the results obtained by our method are 
encouraging in both clustering genes and feature selection in 
the context of classification and hence found useful and may be 
examined further in solving other biological problems.  

 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

A. SRBCT dataset 
First, we focus on feature selection for the small, round blue 

cell tumors (SRBCT) of childhood. The dataset of SRBCT used 
for experimentation here is available at [31]. This dataset is 
composed of 2308 genes and 63 samples from four cancers 
which includes neuroblastoma (NB) (12 samples), 
rhabdomyosacoma (RMS)(23 samples), Burkitt lymphomas 
(BL) (8 samples) and Ewings family of tumors(EWS)(20 
samples). Originally, Khan et al classified this dataset using 
artificial neural networks on gene expression profiles [31].  The 
feature selection and classification using this dataset has also 
been performed by Zhou et al using Gibb’s sampler and SMC 
[14]. Our method was applied to select the genes important to 
classify EWS diagnostic category against others. It was also 
found reliable for feature selection of other diagnostic 
categories too. 

Genes with index IDs 1319, 1645, 1954, 1831, 2303, 1980, 
373 and 1626 were reported to be differentially expressed in 
EWS by our method (Table 1) as well as  by Khan et al’s work 
[31]. 

Rank Index no. Clone ID RPV(%) 

1 1319 866702 99.518 

2 1645 52076 97.92 

3 1954 814260 97.906 

10 1831 208718 87.639 

16 1980 841641 83.462 

19 373 291756 81.311 

20 1626 811000 81.219 
 

Table1.Differentially expressed genes selected for classifying 
EWS diagnostic category of SRBCT data. 

 
However, the order of these genes are little different. Gene 

851 was not allocated to any class in [31]. Most of the other 
genes like gene 951 reported to be discriminating EWS have 
been selected as important genes for EWS but with some lower 
ranking. 

Of all genes selected for EWS, neural-specific genes [32, 33] 
like TUBB5 (Gene 313), ANXA1 (Gene 1831), and NOE1 
(Gene 1645) lend more credence to the proposed neural 

histogenesis of EWS [34].  
 

B. Acute leukemia data 
The experimental setup used for getting Acute leukemia data 

and other details can be found at [9]. The data set is publicly 
available at 
http://www-genome.wi.mit.edu/cgi-bin/cancer/publications. 
The microarray data consists of 7129 human genes and is split 
into a training set consisting of 38 samples (27 AML  and 11 
AML samples) and a test dataset of 34 samples (20 ALL and 14 
AML samples). As a test case, important genes to classify AML 
versus ALL are selected on the basis of their relative percentage 
variations of expression levels between two classes and the 
results are displayed in Table 2.  

 

Rank Index No. RPV % 

1 5599 99.99822 

5 1882 99.95379 

11 5376 99.90413 

12 6218 99.89492 

14 6308 99.8568 

17 2288 99.80596 

18 2242 99.7741 

19 2043 99.7637 

20 6200 99.75038 
 

Table 2.  A list of genes selected useful for distinguishing 
AML and ALL samples.   

 
Many genes reported in [9] are found in this list but in 

different order. Index number refers clone ID here. Among 
these selected genes,  Genes with index numbers 2288, 
1882,6200 and 2043 have been reported as important genes in 
discovering AML class in the original work at [9] Also, Genes 
with index numbers 5599, 2288, 5376 and 1882 have been 
reported to be important genes at [13] were genes were selected 
using mutual information.  

Genes with index numbers 1882, 6218, 2288 and 6200 have 
been reported to be important genes selected using T-scores 
[13]. Gene 2242 has been reported as one of the important 
genes at [14].  Also, most of the other important genes reported 
to important are found to occupy almost the first 50 genes in 
this method. This clearly shows that this method of feature 
selection is worthy one and may be used in conjunction with 
different methods of classification. 

 

C. Breast cancer dataset 
 Next, we examined our proposed method of feature 

selection on hereditary breast cancer data used in [29]. This 
dataset consists of twenty two breast tumor sample from 21 



 
 

 

patients. Classification of each tumor sample into one of the 
classes based gene expression data was performed using a 
compound covariate predictor in [29].  In [14], the same 
classification was performed using SMC method and the genes 
were selected using a Gibb’s sampler. The genes selected using 
our method to classify BRCA1 versus others is very close to 
those selected by Gibb’s sampler in [14]. The genes with 
indices 10, 955, 2428, 2734, 585, 1288 and 1620 have been 
selected among top 20 genes by our method but with little 
difference in order (Table 3).  

 
Rank Index No. RPV % 
1 2272 97.25851 
4 955 91.98577 
8 1288 90.30327 
15 585 88.15816 
16 2248 88.11766 
17 10 87.62514 
18 1620 87.35974 
19 2734 87.22749 

 
Table 3.  A list of genes selected useful for distinguishing 

BRCA1 vs. others 
 
Some other genes presented in [14] are found within top 50 

genes selected in our method. Among all these genes gene with 
index number 10 is reported as very important for all the 
methods in [8, 41]. It is observed in [14] that only with five or 
ten genes selected the classification was successful. This 
suggests that the genes selected by our method are worthwhile 
to use for classification of BRCA1 versus others since more of 
them are also found in the list mentioned in [14]. Gene 2272 has 
been identified as one of the top 20 strongest genes selected by 
mutual information [13]. Genes with index numbers 
2734,2670,2893,1999 and 3009 which are also selected as the 
strongest genes in [13] are ranked between 26 and 45 by our 
method.  

V. CONCLUSION  
In this paper, we have treated the problem of feature 

selection of microarray gene expression data. We analyzed the 
wavelet power spectrum of genes and proposed a clustering and 
feature selection method useful for classification based on 
wavelet power spectrum. The top genes have been selected and 
listed. They have been compared with the results obtained in 
earlier works. The major advantages of this method of 
clustering and feature selection are multifold.  The method is 
quite simple in comparison to other feature selection methods 
and for implementation it needs no special software since the 
accessibility of wavelets is made quite easier in already 
available software like matlab. Also, it can be used in 
conjunction with many established classification methods with 
lesser number of samples than that required for other methods. 
It is comparatively faster than other standard methods. The 
redundancy of genes which is a problem encountered in feature 

selection methods is counteracted by selecting distinct genes 
from the cluster of selected genes. The initial results of the idea 
of using wavelet power spectrum in feature selection using 
microarray data are encouraging and due to its simplicity, speed 
and effectiveness and fitness for a wide range of datasets, it 
may be further researched for applications in the area of 
genomic signal processing using microarrays. 
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