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Audio-Visual Recognition System Insusceptible
to lllumination Variation over Internet Protocol

Yee Wan Wong, Kah Phooi Seng, and Li-Minn Ang

Abstract— In this paper, we present an audio-visual
recognition system which is insusceptible to illunmation
variation over internet protocol. First, the multiband feature
fusion method is proposed for face recognition unaevarying
illumination. The wavelet packet transform decomposg an
image into various frequency subbands. We show hotw select a
set of subbands that are invariant to illuminationvariations by
using statistical method and modified Euclidean basemethod.
More specifically, there exist a set of wavelet sblands that
carry facial features which provide an effective rpresentation
for face recognition under wide range of lighting onditions.
Histogram equalization is then applied on these siands to
enhance the contrast of the features. The recognitio
performance of the proposed method is validated orsome
standard data sets and high recognition accuracy iachieved.
Then the audio-visual recognition system over interat protocol
is developed. The compression and packet loss effecf sending
the audio and video data over internet protocol omecognition
performance are investigated.

Index Terms— Audio-Visual recognition system, wavelet
packet transform, illumination invariant subband, internet
protocol.

I. INTRODUCTION

Audio-Visual (AV) recognition system is an autonsati
system that recognizes a person’s identity usirdjoaand
visual data. However, these data are easily inflednby
acoustic noise. With the combination of visual andio data,
the recognition performance of the AV recognitigstem is

image based methods [8-10] are developed to sdiee t
illumination problem. The third approach preproesss
images to appear stable under illumination vanwesior his
approach removes illumination variations while kagpthe
main facial features unimpaired. For example, kistm
equalization based methods [12], Gamma correctiom
logarithm based methods [14].

Wavelet transform has been used in face recognition
system [17], [18], [26]. Some methods based on lehve
transform [19-21] are developed to solve illumioati
problem. In Ekenel and Sankur paper [19], theycdefar the
subbands that are insensitive to the variatiodlimination
by using wavelet transform. They find that the madge
frequency subband (HALL) is successful againstatems in
illumination. However, the high-frequency subbaitits are
less affected by illumination [22], [23] are abandd. Du and
Ward [20] performs illumination normalization in welet
domain. Histogram equalization is applied to
approximation subband and simple amplificatiorpiglied to
the detail subbands. Image reconstruction is tterfopmed
on these modified subbands. More recently, Zhatad, §21]
proposed a wavelet-based method to estimate tmeiilance
in logarithm domain and then extract the invariéatial
features. The parameter selection making this ndetho
difficult to be applied because it depends on Haenination
conditions of the training and probe images.

In this paper, we propose the audio-visual recagnit
system which is insusceptible to illumination véida over
internet protocol. First, the multiband featuredaamethod is
proposed to extract the illumination invariant &deatures

the

improved even in acoustic noisy environment [1]]. [2 directly from the image. The wavelet packet transfG/NVPT)
Nevertheless, the recognition performance of the AY25] is used to decompose image into various fraque

recognition system is degraded by face illuminatianation.
Research efforts to solve the illumination probleam be

subbands. Unlike the method proposed in [19], sappsed
method searches for the invariant features from oy

grouped into three streams: subspace methods 3], [jow-frequency subband, but also high-frequency ands.

Lambertian reflectance model [5-10], and normaidrat
[12-14]. The first approach includes the populacefa

We use a statistical method [26] and a modifiedlidaan
distance based method to choose the frequency sdébEhe

recognition methods which are the principle COMMONE oo cted subbands form the Optimal Multiband FeafOMF)

analysis (PCA) [3] and the linear discriminant gse (LDA)
[4]. These approaches are highly sensitive to ithation
variation. To improve the recognition performandeP€A
under illumination variation conditions, [15] proged to
remove the first three eigenvectors to reducelbimination
factor in the subspace. The LDA has also been neadib
handle illumination variations [16]. The second m@eh is
based on the Lambertian reflectance model with ingry
albedo field. Under the Lambertian assumption,
illumination cone [5], harmonic images [6], and taot
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and the histogram equalizer (HEQ) is applied onthe
selected subbands to enhance the contrast of #terds.
Then the audio-visual (AV) recognition system iseleped.
Figure 1 depicts the block diagram of the AV redtgn
system. The face image is first being decomposeWvBy
and the features in the optimal multiband (OMF)eateacted
and then the contrast of OMF is enhanced by the HEQ

thiel-frequency cepstrum coefficient (MFCC) [27] isedl to

extract the audio features and the LDA is applied &eature
selection technique. Intra-modal feature fusior] Z8nbines
both the audio and facial features and radial biasistion
(RBF) neural network [29] performs classificatidrhe AV
recognition system is then implemented over intigpnetocol
(IP). The recognition performance of the OMF igddson
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Fig. 1. Block diagram of the proposed AV recogmitgystem

Extended YaleB database [7], YaleB database [3@],AR
database [31]. Experimental results show that topgsed

o(, j) with the data sizeni# wherem refers to number of
classes in the database.récords the similarity between

method attains high recognition rate. The effecfs dmagei and imagg. We propose to use Euclidean distance to

compression and streaming of audio and video filesr
different link capacities on recognition performanaf AV
recognition system are also investigated.

The paper is organized as follows. In section e t
multiband feature fusion method is explained. Ictisa 111,
the important components for the implementationtrod
developed AV recognition system over IP are disedisén
section 1V, experimental results for multiband teatfusion
technique and AV recognition system over IP aresgméed.
Finally, conclusion of the paper is given in sectia

Il. MULTIBAND FEATURE FUSIONMETHOD

Findings in a few published works [13], [22], [23B2]
show the evident of the existence of wavelet subbdmat are
invariant to illumination variations. For exampidgster et al.
[22], [23] found that changes in illumination affethe

form the similarity matrix(, j) . Fori =12,..m

Ed(i,j):"xi -xj" j=12,..m (1)

After that the Ed(i, j) is normalized to O to 1, the similarity
matrix is

p(, ) =1-Ed(@, ) 2
For a good representatiop(i, j) should be closed to one if
i=jand p(,]j) should be close to zeroiif2 j . The

Average Unmatched Similarity Value (AUMSV) [26] is
defined as below,

1 NN
AUMSV= 5 Z ZpoG,j)
(N“- N)i=lj=1
to give a single numerical value to the similaggrformance
of the subband. This term shows how well the subban
representation distinguishes the images from diffepeople,
and it ranges from 0 to 1, which means the higlner t

©)

low-frequency spectrum. This statement indicateat thdiscriminatory power, the smaller the AUMSV value.

high-frequency components are invariant to illurtioa We

also know that smaller intrinsic structure that thyos
comprised of the detail of the object such asithes| edges,
and small-scale objects is invariant to illuminaticariation

[13]. Since the detail subbands (mid- and highdmty

subbands) carry the small intrinsic
high-frequency component, this led us to believat tihe

detail subband or mid and high-frequency subband
invariant to illumination variation.

The main goal of the proposed multiband featuréofus
method is to select the frequency subbands thay ¢he
illumination invariant features. Although there amgany
methods designed to extract the illumination irsmati
features [13], [21], their methods either fail itract detail
information from multiscale space or involve coropted
parameter selection. In order to extract the ilhetion
invariant features from multiscale space, WPT isduso
decompose the image into more compact frequendyesas.
Since the selected subbands are expected to beaimvto
illumination, we require these subbands to satitfe
following conditions:

10k
Condition 1. The similarity between classes should be at d« :EZ”S -M ”
k=1

minimum.

Since we know that if the class separation is laitge easier
to discriminate the classes. To test the classragpa, one
image per class (subject) is used. The face imaigeshosen

randomly from the face database. The similarity rixnat

Condition 2. The ratio for the between-class distance and
within-class distance should be maximized.

Fisher’s Linear Discriminant (FLD) [16] is a clagsecific
method where it shapes the data scatter in sucyahat the

structure  anghio of the between-class scatter and the withisscscatter

is maximized. By maximizing this ratio, FLD is maediable

f8r classification. We use the same concept; a otelased

on Euclidean distance is proposed to show the subba
representation in term of data scatter. For eadsscl
k,k=12,..m, the center is generated as the mean value of the

sample patterns belong to the class,

1%
Mk=n—k_§~°ﬁk k=12,..m (4)

wheren® is the total number of samples in clasand S¥ is
the i th sample belonging to clask . The average
within-class Euclidean distanad, from the meanv ¥ to

the furthest pointS* of classk ,
(5)

The distanced.. (k, j) between the mean of claksnd the
mean of other clas$,

dc(k,j)=”Mk-Mj“ j=12,...m (6)
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The average between-class distadgeis
1 m m
=— 2.2 delki )
k=1 j=1

The ratio for the between-class distance and withiss
distance is described as

de (7)

d
BWR=—*%
dy
The BWR term gives an idea of the scatter of tHeband
representation, which means the higher theBWR p#iter
the classification performance.

2) Protocols Protocols are designed and standardized for
communication between clients and servers [35]. The

protocols can be categorized as network protocal an
transport protocol. The network-layer protocol swh IP
provides basic network service support such as arktw
addressing. The transport protocol such as usexgdah
protocol (UDP), transmission control protocol (TC&)d

(8) real-time transport protocol (RTP) provide end-aie

network transport functions for streaming applicas.
Unlike UDP, TCP uses retransmission to recoverpaskets
and it introduces delays that are not acceptablstfeaming
application with stringent delay requirement [35nd

Below are the steps proposed to select the optimgderefore UDP is used as the transport protoccd. RHP is

subbands:

employed as the upper-layer transport protocols.

Step 1: Compute the AUMSV and BWR in each subbands 3) Packetizer An RTP packet can use one of the three

from level 1 and 2.

Step 2: Three subbands that obtain the lowest AUMSY
the highest BWR will be selected for further decosipon to
level 3. This step reduces the computational coxityldy
avoiding decomposition of all subbands from levéd 2evel
3.

Step 3: Further decompose the selected three sablian
level 3.

Step 4: Two best performing subbands in terms oMSY
and BWR in level-3 decomposition will be concatedaand
the optimal feature set is named as Optimal MuttibBeature
(OMF).

After the OMF is found the histogram equalizer (HES
applied on to the subband in OMF. The HEQ is onéhef
most useful contrast enhancement schemes whichps ithe
image pixel to uniformly distributed pixel valudhe HEQ is
normally used to enhance contrast of the globalgesa
because it does not consider the detail image Ridke the
OMF is expected to contain the detail images
high-frequency components, we apply HEQ on the anbé
to enhance the contrast of the detail images.

lll. AV RECOGNITIONSYSTEM OVERIP

After selecting the OMF, the multiband feature dusi
method is implemented in the face recognition sysbé the
AV recognition system and this system is implemeraeer
internet protocol. Figure 2 depicts architecturevido and
audio streaming over network for the AV recognitgystem.
There are three areas that are important to treo\athd audio
streaming architecture. The three areas will beeflyri
described as follows.

1) Video and audio encoder/decodRaw video and audio
must be compressed using video and audio encodimregrees
before transmission to achieve efficiency. The ITW.323
standard for audio-visual communication systemd s
been widely used across the internet is adopteaun
application [33], [34]. For video codec, H.263 timable to
achieve lower bit-rate than H.261 is selected. Fhe263
allows five standardized picture formats. These GtE
(common intermediate format), QCIF (quarter CIFpCGIF
(sub-CIF), 4CIF and 16CIF. The H.263 standard ukes
discrete cosine transform (DCT) to

remove temporal redundancy. For audio codec, GWi#t8
bit-rate of 8kbit/s and 16kbit/s that usually uséar
multimedia communication is selected.

remove spatial
redundancy and motion estimation and compensation Y

modes for H.263 video streams depending on theratksi
network packet size and H.263 encoding options eyepl
[36]. For each RTP packet, the RTP fixed head@lliswed
by the H.263 payload header, which is followed bg t
standard H.263 compressed stream [36]. The shd#t263
payload header (mode A, four bytes) supports fragation
Group of Block (GOP) boundaries. The long H.263|pay
headers (mode B, eight bytes and C, twelve bytespart
fragmentation at Macroblock (MB) boundaries. Duethe
simplicity of mode A, it is used as the H.263 payglcdheader
in our applications.

At the client side, the raw video and audio sigmnélsbe
first compressed by H.263 and G.723 encoder reispbct
The bit-stream will be packetized and sent oveiritexnet by
RTP. Packets may be dropped or experience delaeitise
network depending on the network congestion. Fakets
that are delivered to the server successfully, treypassed
through the transport protocols and being depardetio

Yit-streams before being decoded at the video amtioa

decoder. At the server side, the received packdtsbe
depacketized and passed to the audio and videadecbhe
decoded image frames will be decomposed by the AfRIT
the OMF is extracted. HEQ is then applied ontostiigbands
in OMF to enhance the image contrast. The audivatigill
be the MFCC for audio feature extraction and LDAféature
selection. Both the audio and facial features béllfused by
the intra-modal feature fusion method [28] and TRBF
neural network performs classification. The RBF raku
network intra-modal fusion algorithm is shown atobe Let
V be the feature set from visual signal @noe the feature set
from audio signal,

V=V V2 .. vN] (9)
A=[at|a?|...|]aM] (10)
The resulting fused matrix will b& which combiningV

with the data matrix of siz& x N and A with the data matrix
size of Qx N, whereP andQis the feature dimension of
visual and audio respectively, puttivg and A side-by-side
we get

x=[V | A" (11)
here x is a input data with the siz8xN whereS=P+Q.

x will be fed into RBF neural network for traininghch
testing.
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Fig. 2. Block diagram of the developed AV recognitsystem over IP

from level-1 LL subband. Table | shows that the AHLL

IV. EXPERIMENTS ANDRESULTS and ALH achieve the lowest AUMSYV and the highestB

There are two experiments in this section. Thet firPOth databases. These subbands potentially pesigiinin

experiment shows the recognition performance of tﬁ@ce classification under illumination variationnelitions.
proposed method and the second experiment shows fHgnCe. these three subbands are further decomposed

recognition performance of the AV recognition systever €Vel-3. Table Il shows that the AALH achieves theest

P AUMSV, the highest BWR and the lowest error rateoam
' . _ the others in both the databases. AALH outperfolrtAs L
A. Multiband Feature Fusion which was found to be invariant to illumination iaion in

This experiment first shows how the proposed maitib [19] in term of recognition accuracy. Next, we catenate
feature fusion method selects the frequency sulsbtvad are the HALL and AALH to form OMF. The OMF achieves
invariant to illumination variation. The Extendedil¥ face recognition error rates of 18.4% and 14% in EYadel AR
database B (EYaleB) that contains 38 subjects aRd Adatabase respectively. The OMF achieves improvesmeit
database that contains 100 subjects are used seteetion. 5.3% and 1% as compared to AALH in term of recagnit
In EYaleB and AR database, there are total 152 40@ error rate in EYaleB and AR database respectiéure 4
cropped faces respectively. Both the databasesaicontshows the location of AALH and HALL in frequency
illumination variations in the images that occuredto Subband.
intensity and direction of the light. All imageseascaled to  After obtaining the OMF, the recognition performaraf
128 X 128 pixels resolution. For each subject in thetset  OMF with histogram equalizer (HEQ) is evaluatechcBithe
of their images that contain frontal illuminatiorittvnormal ~ OMF contains the detail image, we apply HEQ onAA&H
light are used as the gallery set, and the renmimio images and HALL individually to enhance the contrast oé ttetail
that contain illumination from sides are used festing. images and then we concatenate these AALH and Hi&LL
Sample face images are shown in Figure 3. In #psement, form the OMF again. Figure 5 displays faces of sukject
the nearest neighbor classifier based on Euclidesiance is from the EYaleB database illuminated by a lightrseuand
employed for classification. faces after HEQ is applied on the faces. Figurehtavs the
effect of HEQ on the approximation subband AAL leatel-3,
the HEQ enhances the global image but not theldetage.
Figure 5b and ¢ show that the contrast of the bietaiges in
AALH and HALL are enhanced and we can see defurétail
in both the subbands.

The recognition performance of OMF+HEQ is evaluated
on the Yale database B (YaleB). This database mmntace
images with large illumination variation. There aten
subjects under 64 different lighting conditions eTdatabase
is divided into four subsets according to the abglsveen the
lighting source direction and the camera axis. &alblshows
the subset with the corresponding angles and nurober
Fig. 3. Some cropped faces used in this experinfehtEYaleB database; !mag'es. .Compgrlgon results with other methOds,mwth
(b)AR database illumination variations on YaleB database are showhable

IV. Since our proposed method does not involveteaining

Experiments on the WPT level-1 and -2 are firstiedrout ~ Process, training images are not needed. We usesgtsi as
in both databases. The Haar wavelet is used ipriygosed the gallery set. Some listed results of other nughare
method. The AUMSV, the between-class distance arflirectly taken from other papers since they aretas the
within-class distance ratio BWR and recognitioroerate of Same database. We can see from Table IV that the
all the subbands decomposed from level-1 and Bvale OMF+HEQ outperforms most of the existing methodgim
generated. For notation, the A, H, V and D indictte of recognition accuracy except cone-cast method and
approximation, horizontal, vertical and diagonabtsand in Mmultiscale representation + PCA. However, it shobil
each of the LL, LH, HL and HH subbands. For exampld.  pointed out that the cone-cast method needs muafe mo
refers to the level-2 approximation subband decaego complicated modeling steps. There is no complicated
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parameter selection in the proposed method as cechjia |
the multiscale representation + PCA method.

Table | AUMSV, ratio R and recognition error ratdues in EYaleB and AR
databases for level-1 and -2 decomposition

EYaleB AR
Rate Rate
Subband  AUMSV  BWR (%) AUMSV  BWR (%)
LL 0.360 0.740 56.6 0.479 1.197 525
ALL 0.358  1.000 67.1 0.338 1.201 57
HLL 0.295  1.097 31.6 0.451 1.299 325 !
VLL 0.438 0.866 57.9 0.490 0.707 61 (@) (b) (c)
DLL 0.442 0.887 69.7 0.468 0.796 69.5 F_ig.5. The top row displays the faces k_)efore th&QHdad the sect_)nd row
display the effect of HEQ on the faces in the top.ra) the approximation
LH 0.454 0.841 77.6 0.469 1.075 54 subband face image AALL, b) the AALH, and c) thelHIA
ALH 0.248 1259 26.3 0.469 1.333 24
Table Ill Subsets divided according to light soudaections
HLH 0.486 0.806 73.7 0.505 0.839  66.5 Subset 1 2 3 2
VLH 0.414 0.738 84.2 0.476 0.836 70 nghtlng angle (o) 0~12 13~25 26~50 51~77
Number of images 70 120 120 140
DLH 0.503 0.664 855 0.556 0.677 915
HL 0.42 0.797 65.8 0.543 0.694 73.5 Table IV Recognition error rates (%) of differenétimods
AHL 0.432 0.848 47.4 0.476 0.803 24 Method Subset2  Subset3 Subset 4
HHL 0.359 0.890 59.2 0.479 0.869  66.5 PCA w/03 [16] 4.4 27.7 -
VHL 0.499 0.868 80.3 0.479 0.776 70 Fisherface [16] 0 4.6 -
DHL 0.522 0.555 84.2 0.524 0.730 915 Linear subspace [30] 0 15 -
HH 0.554 0.768 80.3 0.518 0.652 91 Cone-attached [30] 0 0 8.6
Cones-cast [30] 0 0 0
Table Il AUMSV, ratio R and recognition error ratalues in EYaleB and o
AR databases for level-3 decomposition Harmonic images [6] 0 0.3 31
EYaleB AR Quotient image [8] 17 38.1 65.9
Rate Rate Quotient illumination
Subband AUMSV BWR (%) AUMSV _BWR (%) relighting [12] 0 0 94
AALL 0348 0646 395 0397  1.183 645 Seif Quotient Image [10] 2.0 10 3.0
HALL 0.271 1282 553 0.396 1493 155 lllumination ratio images [9] 0 3.3 18.6
VALL 0389 0981 684 0451 0743 64 DCT in Log domain [14] 0 0.18 17
DALL 0.363 0933 750  0.398 1.200 31 Wavelet Reconstruction [20] 0 0 5.24
Multiscale representation
AHLL 0.281 1.219 61.8 0.414 1399 21 +PCA[21] 0 0 0
HHLL 0.382 1.11 605 0.487  1.357 435 OMF 0 0 10.8
VHLL 0.361 0.883 69.7 0.399  0.997 515 OMF + HEQ 0 0 5
DHLL 0.329 0.904 68.4 0.398  0.907 49 -
The recognition performance of the proposed OMF+HE&EQ
AALH 0.241 1.29 237 0.368 1.494 15 . i
compared with the recognition performance of PCAPEA
HALH 0.312 113 474 0453 1346 36 w/o 3 [15] and Independent Component Analysis (I38]
VALH 0.278  0.944 68.4 0.400  1.111 495 under larger variations. The EYaleB, AR and CUAVE
DALH 0.508 0848 711 0411 0893 57 dgtgbases [24] are included in this expenment.ﬁ[lmber of
distinct subjects, the number of gallery images &nel
HALL AALH number of testing images in the respective database

tabulated in Table V. The setting of the EYaleBattaise is
the same with the previous experiment. Howeverikerthe
setting in the previous experiment, in the AR dasa) other
than ligting from left and right, it also contairfacial
expression variations. For CUAVE AV database, ittams
moving subjects with different facial expressiond aonstant
lighting. Images with neutral facial expression amhstant
lighting conditions are chosen to be the gallergges from
these databases. Table VI shows that the OMF+HEQ
Fig. 4. Location of the HALL and AALH in frequensyibband outperforms PCA, PCA w/o 3 and ICA in term of recitign
accuracy in the three databases.
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Table V The databases used in the experiments

EYaleB AR CUAVE
Number of subjects 38 100 36
Number of gallery images 76 300 108
Number of testing images 76 400 108

encoded to three different video dimensions (Mode A
SQCIF (128x96), QCIF (176x144) and CIF (352x288) an
then the files are streamed to the server sideefmognition
performance evaluations. All images are scale@®X 128
pixels resolution for feature extraction. The OMFektracted
and the HEQ is applied, then the RBF neural netistsed

Table VI Recognition error rates (%) of differengtimods in three databases g5 the classifier. Three training samples per stilajee used

Database OMF+HEQ PCA PCA w/o 3 ICA
EYaleB 18 70 53 61
CUAVE 14 20 23 20
AR 6 36 19 11

B. Audio-Visual Recognition System over IP

The proposed method is then implemented in the AV

recognition system over IP. The recognition perfamge of
the system is evaluated. The CUAVE AV database [24]
used in the following experiments. The databasesistsof
36 subjects. It is recorded in an isolated sounotibat a
resolution of 720x480 with NTSC standard of 29.87fphe
data is then compressed into individual MPEG?2 fiteeach

speaker. The MPEG2 files are encoded at a dataefate

5000kbps with multiplexed 16-bit, stereo audio &tz
sampling rate. JMstudio is used to transmit aneivecthe
data [37]. We organize our presentation as folloRert 1
shows the recognition performance of speech corsjmreso

for the RBF training. The width of the neuron is & the
number of neuron is 100. The result shows that the
recognition error rate increases when the videoedsion
decreases.

Table VIII Face recognition results for standal@ystem (without going
through IP) and transcoded data over IP

Video Dimension Error rate (%)

Standalone (720x480) 5.6
Over IP CIF (352x288) 19.4
Over IP QCIF (176x144) 25
Over IP SQCIF (128x96) 38.9

3) Audio-Visual over IP

In this experiment, we evaluate the recognition
performance of AV recognition system under varying
bandwidth. The link capacity at the client sidefiied at

speaker recognition system over IP. Part 2 shoves t}:ITOMbit.s/s and the I.inkcapacityat.the serversidagiesfrom
recognition performance of video compression toe facl60Kbits/s, 400Kbits/s, and 8Mbits/s. G.723 wittKbés/s

recognition system over IP. For part 1 and 2, itiledapacity
between the client and server sides is 10Mbitd/tagk part 3
shows the recognition performance of audio andovigeder
varying network link capacities.
Enterprise [11] is used to control the link capasit

1) Audio over IP

In this experiment, we evaluate the influence ofesh
compression and speech quality over IP on spea
recognition performance. At the client side, thetfvformat
audio files are compressed by the audio codec Gia 21t
rate of 8kbit/s and 16kbit/s. These data are therased to
the server side for recognition performance evaluat As
shown in Figure 2, MFCC and LDA are used as théufea
extraction and selection methods for the audio RBF
neural network is used as the classifier. Threénitrg
samples per subject are used for the RBF traifihg.width
of the neuron is 10 and the number of neuron igFable VII
shows that the speaker recognition performanceess |
affected when the speech with 16kbit/s when ittieasned
over IP. This is because peer-to-peer network diagacity
offers enough transfer speed for the data.

Table VII Speaker recognition results for standalegstem (without going
through IP) and transcoded data over IP

Audio bit-rate Error rate (%)

Standalone (16Kbits/s) 14
Over IP G.723 (16Kbits/s) 15
Over IP G.723 (8Kbits/s) 36

2) Video over IP

In this experiment, we evaluate the influence ef ¥ideo
dimension to image quality over IP on face recagnit
performance. At the client side, the video aret fliging

is selected as the codec in this part of the expaari due to its
low error rate as shown in Table VII. Three tragnsamples
per subject are used for the RBF training. The twift the

Bandwidth Limiter "€Uron is 30 and the number of neuron is 100. Tiabékows

the recognition performance of the system under liow
capacity (160Kbits/s). Due to the limited link cajtg, the
result shows that when the high dimensional vidéb i€
transmitted, the packet loss ratio is the highedtauses the

Kaighest recognition error rate. Figure 6 illustsatiee packet

loss and delay jitter effect caused by the netveankgestion
for CIF video. When QCIF and SQCIF are at the stamiged
link capacity, the packet loss ratio is 11.8% arfb 0
respectively and causing the same error rate at Za¥e X
shows that only CIF encounter packet loss and aditk
capacity increases to 400Kbits/s, the packet o r
deceases and as a result, the error rate redunafieGvideo
formats QCIF and SQCIF achieve a constant err@ aat
13.9% and 25% across link capacity of 400Kbits/s to
8Mbits/s as shown in Table X and XI. At larger lic&pacity
8Mbits/s, there is no packet loss for CIF and hieces the
lowest error rate. From all the results shown, ee that due
to the large video size of CIF, the recognitionfpenance of
the system is highly influenced by the link capgoithereas
due to the small video size of SQCIF, the recogniti
performance of the system is not influenced by lihk
capacity, however, the error rate is high. We dan see that
the recognition performance of QCIF is the mosingsing
one. This is because the recognition performand@if is
less affected by the link capacity variations.

| F

L 3 'lb i e it
Fig. 6. Examples of CIF images contains packet dogsdelay jitters taken
under link capacity of 160Kbits/s and 400Kbits/s

(Advance online publication: 22 May 2009)
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