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Abstract—This research used a text data mining technique
to extract useful information from nursing records within
Electronic Medical Records. Although nursing records provide
a complete account of a patient’s information, they are not
being fully utilized. Such relevant information as laboratory
results and remarks made by doctors and nurses is not always
considered. Knowledge concerning the condition and treatment
of patients has been determined in a twofold manner: a text
data mining technique identified the relations between feature
vocabularies seen in past in-patient records accumulated on the
University of Miyazaki Hospital’s Electronic Medical Record,
and extractions were made. The qualitative analysis result of
in-patient nursing records used a text data mining technique
to achieve the initial goal: a visual record of such informa-
tion. The analysis discovered vocabularies relating to proper
treatment methods and concisely summarized their extracts
from in-patient nursing records. Important vocabularies that
characterize each nursing record were also revealed. The results
of this research will contribute to nursing work evaluation and
education.

Index Terms—text data mining, nursing records, electronic
medical records, visualization

I. I NTRODUCTION

A N Electronic Medical Record (EMR)records informa-
tion on patients by computers instead of by paper. Not

only the data but also the entire management system may be
called EMR. The expected effect simplifies the entire process
of hospital management and improves medical care [1],[2].
Because data are managed electronically, input data can be
easily managed and compared with medical records on paper
[3]. Information can be easily shared electronically [4],[5].
On the other hand, falsification must be prevented and the
originality of the data must be guaranteed.

Data mining searches for correlations among items by
analyzing a great deal of such accumulated data as sales data
and telephone call histories. Text data mining resembles data
mining because it extracts useful knowledge and information
by analyzing the diversified viewpoints of written data [6].

Recently, interest has risen in text data mining because it
uncovers useful knowledge buried in a large amount of accu-
mulated documents [7],[8]. Research has started to apply text
data mining to medicine and healing [9],[10],[11],[12],[13].
In addition, the speed of electronic medical treatment data
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is accelerating because of the rapid informationization of
medical systems, including EMRs. Recently, research on
data mining in medical treatment that aims for knowledge
and pattern extraction from a huge accumulated database
is increasing. However, many medical documents, including
EMRs that describe the treatment information of patients,
are text information. Moreover, mining such information is
complicated. The data arrangement and retrieval of such
text parts become difficult because they are often described
in a free format; the words, phrases, and expressions are
too subjective and reflect each writer [14]. Perhaps in the
future, the text data mining of documents will be used for
lateral retrieval, even in the medical treatment world, not
only by the numerical values of the inspection data but
also by computerizing documents [15],[16]. Nursing records,
which are listed as course text information, account for
almost the entire record. In this study, we chose in-patient
nursing records from among nursing records preserved by
the EMR system at the University of Miyazaki Hospital.
Sentences were analyzed into morphemes, and the relations
among feature vocabularies were analyzed using KeyGraph
[17],[18],[19],[20]. Then we visualized this information.

II. IZANAMI (EMR)

When the medical information system was updated on
May, 2006, the University of Miyazaki Hospital introduced
a package version of the EMR system called Integrated
Zero-Aborting NAvigation system for Medical Information
(IZANAMI), which was developed in collaboration with a
local IT company. The recorded main data include a patient’s
symptoms, laboratory results, prescribed medicines, and the
tracking of the changed data. Cases that make both the
images of X-rays and the appended material electronic are
not infrequent either. If a network is used, EMR can be
shared not only in one hospital but also among two or more
hospitals.

IZANAMI has a unique feature that is different from
those being operated at many other university hospitals
[21],[22],[23].

First, the electronic card systems used so far in univer-
sity hospitals were all developed by major medical system
venders, but IZANAMI was developed in collaboration with
local companies. The advantages of collaboration with local
companies included prompt communication and lower costs.

Second, we focused on performance, especially the speed
at which the screen opens.

Third, we aimed for a useful system to improve manage-
ment, reflecting a request by the University of Miyazaki
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Hospital after it was incorporated. We made the medical
staff concretely aware of the cost and made the management
analysis system work closely with the EMR system and
showed its cost when the system was ordered. In the several
years since IZANAMI was introduced, there have been
no big problems or confusion involved in its operation.
IZANAMI has received high praise from doctors and other
medical personnel and has also attracted many visitors from
outside the hospital.

Figure 1 shows an organizational chart of the 18 clinical
departments of the University of Miyazaki Hospital.

III. N URSING RECORDS

The text data in EMR consist of paper notations about
inspection reports, in-patient care plans, nutrition manage-
ment plans, bedsore-prevention plans, fall checks, operation
notes, and summaries. The doctor fills in the passage record
and the nurses fill in the nursing records, which include the
life and inspection history of a patient [24]. The nursing
record also has small notes about reservations etc. Since no
guidelines exist about recording text, ambiguous feelings or
impressions are sometimes included. Nurses remember or
take notes about what their patients say while working and
later input them into the EMR. There are four recording
categories: subjective data (S), objective data (O), assessment
(A), and plans (P).

• S＝ information directly gleaned from patients
• O ＝ objective facts and observations about the patient

appearance or state by co-medicals
• A ＝ evaluations and judgments derived from this

information
• P＝ future plans and care actually taken
The nursing record, which records the care activities prac-

ticed by nurses, contains many notes about nursing processes.
It helps ensure high quality nursing and evaluates nursing

practices. It is also used to calculate treatment fees. By law,
nursing records must be retained for at least two years. The
following are some features of nursing records:

• Must be suitable for offering treatment information and
the release of diagnosis and treatment records.

• Must show awareness of risk management.
• Their quality and efficiency must be standardized.
• Must maximize time of patient care and minimize

recording time.
• Must be available for future treatment.

IV. T EXT DATA MINING APPLICATIONS TO MEDICINE

Text data mining is often used to analyze information
hidden in the text of a document and to extract key words,
phrases, and even concepts from written documents. Text
data mining or data mining, which is roughly equivalent
to text analytics, refers to the process of deriving high-
quality information from texts. Text data mining usually
structures the input text (often by parsing, adding derived
linguistic features, removing others and insertion into a
database), deriving patterns within the structured data, and
finally evaluating and interpreting the output. Fig. 2 shows
the process of text data mining.

Two particular aspects should be considered when apply-
ing text data mining to a medical context.

University of
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Clinical

Departments

Central Clinical
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Department of
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(1) Internal Medicine 1

(2) Internal Medicine 2
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・Oncology Unit

・Department of Nutrition Management

Fig. 1. Organization chart of University of Miyazaki Hospital

First, such rare events as side effects from medication and
arrhythmia can be highlighted to improve understanding of
their occurrences.

Second, final decisions can be obtained regarding courses
of treatment. One difficulty with applying text data mining
to medicine is the entire process of identifying symptoms for
understanding the associated risks while taking appropriate
action.

V. K EYGRAPH

We applied KeyGraph to the text data mining technique
[25],[26],[27],[28]. We also applied it for extracting key
words.

A. Example of KeyGraph performance

Figure 3 shows an image of KeyGraph. Figure 4 shows an
example when it is applied to text data.
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Fig. 2. Process of text data mining

• Black nodes indicate items that frequently occur in a
data set.

• White nodes indicate the items that occur less frequently
overall but frequently occur with black nodes in a data
set.

• Double-circled nodes indicate items whose co-
occurrence frequency with black nodes is especially
high. Double-circled nodes are considered keywords.

• Links indicate that the connected item pair frequently
co-occurs in a data set. Solid lines form a foundation,
which dotted lines connect.

Foundations, which are circles of dotted lines, are obtained
from the text data. In Fig. 4, two foundations have strong
linkages with event-sets:
{doctor, surgery, patient, operation}, and{cancer, medicine,
injection}.

B. Outline of KeyGraph

Instead of giving a detailed explanation of KeyGraph, we
briefly outline it here. KeyGraph consists of three major
components derived from building construction metaphors.
Each component is described as follows:

1) Foundations: sub-graphs of highly associated and fre-
quent terms that represent basic concepts in the data.
A foundation is defined as a cluster that consists of
black nodes linked by solid lines. The foundations are
underlying common contexts because they are formed
by a set of items that frequently co-occur in the data
set.

2) Roofs: terms that are highly associated with founda-
tions.

3) Columns: associations between foundations and roofs
that are used for extracting keywords, i.e., the main
concepts in the data. A column is a dotted line that
connects foundations. Although the common context
represented by a foundation is widely known, the
context represented by a column is not. Columns are

Foundation

Black node

White nodeLink

Fig. 3. Image graph of KeyGraph

Doctor
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Medical
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Nurse
Injection

Surgery

Patient

Foundation ( cluster )

Roof

Column
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: Keywords of 

: Keywords of

: Connect high frequency “foundations”
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Foundation ( cluster )

Roof

: Mass of black nodes and links

: Connect with the foundation

Foundation ( cluster )

Surgery
Orthopedics

Pediatrics

Column  :

: Strongly  correlated terms

Fig. 4. KeyGraph example when applied to text data

important because they connect two common contexts
in items that do not frequently occur.

C. KeyGraph Algorithm

KeyGraph was originally an algorithm for extracting as-
sertions based on the co-occurrence graph of terms from text
data.

Its process consists of four phases:
1) Document preparation:Before processing document

D, stop words [29] with little meaning are discarded from
D, the words inD are stemmed [30], and the phrases inD are
specified [31]. Hereafter, aterm means a word or a phrase
in processedD.

2) Extracting foundations:Graph G for documentD is
made of nodes representing terms and links representing the
co-occurrence(term-pairs that frequently occur in the same
sentences throughoutD). Nodes and links inG are defined
as follows:

• Nodes: nodes inG represent high-frequency terms in
D because they might appear frequently for expressing
typical, basic concepts in the domain. High-frequency
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terms area set of terms above the 30th highest fre-
quency. We denote this set byHF.

• Links: nodes inHF are linked if the association between
the corresponding terms is strong. The association of
terms betweenwi andwj in D is defined as

assoc(wi, wj) =
∑
s∈D

min(|wi|s, |wj |s), (1)

where |x|s denotes the count ofx in sentences. Pairs of
high-frequency terms inHF are sorted byassocand the pairs
above the (number of nodes in G) -1th tightest association
are represented inG by links between nodes.

3) Extracting columns:The probability that termw ap-
pears is defined askey (w), andkey (w) is defined by

key(w) = 1 −
∏
g⊂G

[
1 − based(w, g)

neighbors(g)

]
, (2)

based(w, g) =
∑
s∈D

|w|s|g − w|s, (3)

neighbors(g) =
∑
s∈D

∑
w∈s

|w|s|g − w|s. (4)

|g − w|s =
{
|g|s − |w|s, w ∈ g,

|g|s, w /∈ g
(5)

whereg represents each cluster inG. Sorting the terms inD
by keysproduces a list of terms ranked by their association
with clusters, and the 12 topkey terms are consideredhigh
key terms.

4) Extracting roofs: The strength of a column between
high key termwi and high-frequency termwj ⊂ HF is
expressed as

column(wi, wj) =
∑
s∈D

min(|wi|s, |wj |s). (6)

Columns touchingwi are sorted bycolumn(wi, wj) for each
high key termwi. Columns with the highestcolumnvalues
connecting termwi to two or more clusters are selected to
create new links inG. Finally, the nodes inG are sorted
by the sum of thecolumn of the touched columns. Terms
represented by the nodes of higher values than a certain
threshold are extracted as the keywords for documentD.

VI. A NALYSIS RESULTS

In this paper, EMR data were collected from all the
departments of the Faculty of Medicine at the University of
Miyazaki Hospital, and the nursing records from June 2007
were used. The following analysis results are shown:

1) Internal Medicine 1 (Fig. 5) [Cardiovascular, Kid-
ney, Gastrointestinal, General Medicine]: Most of the
patients in Internal Medicine suffer from circulatory
organ problems. Doctors frequently seek consent from
patients before administering specific tests such as
cardiac catheter tests, endoscopy, and so forth. In
addition, the efficient transmission of instructions from
doctors to nurses is emphasized. The foundation is
obtained from the text data with event-set{consent,
patient, mounting, above, running continuously, ward,
electrocardiogram, setting}.

2) Internal Medicine 2 (Fig. 6) [Gastroenterology, Hep-
atology, Hematology, Oncology, General Medicine]:
In this department, most patients suffer from serious
blood disease or liver cancer, and anti-cancer drug ad-
ministration or chemotherapy is frequently performed.
Many terms are related to the confirmation of medicine
being given/taken or side effects. The foundations are
obtained from the text data with event-sets{start,
today, sleep, internal use}and {progress, connection,
urine, bad, medication, feeling}.

3) Internal Medicine 3 (Fig. 7) [Neurology, Respirology,
Endocrinology, Metabolism, General Medicine]: Here
many cases involve respiratory illness and diseases of
the nervous system. Many patients are bedridden. Such
terms as reddening and anesthesia are common. The
foundation is obtained from the text data with event-
set{reddening, anesthesia, plan, entire body, continue,
acne, charge, ulcer, skin}.

4) Surgery 1 (Fig. 8) [Surgery of Digestive Organs,
General Surgery (liver, bile duct, pancreas, esophagus,
stomach, colorectum, anus, breast, thyroid)]: Since
the main subject is abdominal surgery, many words
and phrases address post-operative management. The
foundation is obtained from the text data with event-
set {reddening, anesthesia, continuation, ulcer, skin,
charge, acne, plan, entire body}.

5) Surgery 2 (Fig. 9) [Cardiovascular Surgery, Thoracic
Surgery, Gastroenterological Surgery, Endocrinological
Surgery, General Surgery]: The main object of concern
is surgery of the circulatory organs. This department’
s procedures sometimes last a long time, and there are
many words and phrases about informed consent. The
foundation is obtained from the text data with event-set
{patient, nursing, description, principal, hope, internal
use, sleep}.

6) Ophthalmology (Fig. 10): There are many words and
phrases about the conditions of patients after oph-
thalmic surgery. The foundation is obtained from the
text data with event-set{surgery, eye, trial, return, left,
ingestion, rest, terminology}.

7) Obstetrics and Gynecology (Fig. 11): Many words and
phrases concerning uterus and pregnancy are particular
to obstetrics and gynecology, especially terms con-
cerning cooperation with doctors. The foundations are
obtained from the text data with event-sets{uterus,
contraction, report, installing, doctor} and
{sore, above, internal use, complaint, stop}.

8) Oral and Maxillofacial Surgery (Fig. 12): Many words
and phrases address post-operative care and confer-
ences. The foundations are obtained from the text
data with event-sets{moisture, treasurer, attachment,
reference, leakage, blood vessel, punctures, admission,
connection} and
{time, attendance, evaluation, plan, content}.

9) Otorhinolaryngology (Fig. 13): Otorhinolaryngology is
a particularly difficult medical field. The diagnoses
of diseases in the ears, nose, or throat are gener-
ally obtained through videography and photography.
Therefore, the nursing record is primarily composed of
images rather than text. Many records indicate only bed
soreness instead of symptoms that are influenced by a
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particular disease.The foundations are obtained from
the text data with event-sets{neck, right, destruction,
pressure, shade} and{reddening, continue, ulcer, acne,
charge}.

10) Pediatrics (Fig. 14): Many words and phrases are
related to family because children are naturally visited
by their families in the pediatrics department. Many
words and phrases like understanding or description
are found because the patients are so young. Many
references are related to cancers and tumors because
the pediatrics department deals with many malignant
tumor cases, especially cancer and leukemia. The foun-
dation is obtained from the text data with event-set
{understanding, description, medical treatment, bone,
leukemia, bleeding, cells, family}.

11) Orthopedics (Fig. 15): The foundation regarding in-
spections in the orthopedic department can be seen.
The terms in double circles are concerned with expla-
nations about operations and post-operative care. The
foundation is obtained from the text data with event-set
{description, necessary, plan, reddening, ulcer, acne,
entire body, charge}.

12) Psychiatry (Fig. 16): Patients sometimes suffer from
psychiatric problems, and most of the terms confirm
the patients’ mental state in the room. The foundation
is obtained from the text data with event-set{internal
use, blood sugar, check, night, sleep, then, inspection
tour, state, breathing, my room}.

13) Neurosurgery (Fig. 17): A doctor’s analysis, especially
opinions about the nervous system of a patient, com-
prises the main words and phrases in neurosurgery. The
foundation is obtained from the text data with event-
set {progress, clear, paralysis, limbs, pupils, urine,
reference, consciousness, direction}.

14) Urology (Fig. 18): Many records regard treatment plans
after being discharged (where to continue treatment)
because patients are usually hospitalized for a short
period. The foundation is obtained from the text data
with event-set{leaving hospital, caution, visits, clinic,
urinary organs, contact, hospital}.

15) Dermatology (Fig. 19): Many terms describe pain or
soreness because dermatology deals with such painful
conditions as burns. The foundation is obtained from
the text data with event-set{pain, soreness, internal
use, hope, wounds, enhancement}.

16) Radiology (Fig. 20): Many words and phrases concern
intravenous drip infusion and blood vessel preserva-
tion. The foundations are obtained from the text data
with event-sets{connection, rest, blood vessel, tip,
punctures, left hand, leakage}and {attendance, time,
content, evaluation}.

17) Anesthesiology (Fig. 21): The pain clinic is the main
subject in anesthesiology. Many words and phrases
regard catheter insertion, fixation, and the management
of infections. The foundations are obtained from the
text data with event-sets{rest, infusion, fixation, punc-
tures, contamination, connection}and
{content, attendance, time, evaluation, plan, nursing}.

18) Rheumatology and Infectious Diseases (Fig. 22): Many
words and phrases are concerned with the respiratory
organs because collagen diseases arise from troubles

with respiratory organs. The foundation is obtained
from the text data with event-set{progress, mounting,
urine, breathing, inhalation, oxygen, decline}.

Table I shows the relationship between the top ten words
and their frequency in the University of Miyazaki Hospital
in-patient nursing records. For example, in Internal Medicine
1, doctor, the highest occurring word, appeared 167 times.
Direction, principal, patient, internal use, report, hope, con-
sent, observation, and use also appear often.

VII. C ONSIDERATION

The following is an overall evaluation of this research:
• Due to KeyGraph analysis, characteristic keywords were

extracted from nursing records and the formation of
fundations was confirmed.

• Grasping the characteristics of fundations makes it
possible to classify keywords and medical practices in
each department.

• Note that many keywords are ambiguous and difficult
to associate with a certain word.

• It may be possible to visualize the work practiced by
nurses.

• No words or terms considered discriminative or deroga-
tory were found.

• The information selected from the notes written by
experienced staff could be made available for education.

Text data mining in general and data analysis of EMRs
in particular remains a relatively unexplored field. Greater
collaboration between medical and information sectors will
improve the technology so that it can be applied in clinical
practice.

The present study offers two possibilities.
One is to refine the analysis of electronic medical text

records. Using text data mining techniques, EMR can be
quantified and visualized to acquire new knowledge. In
addition, since this technique makes it possible to change the
number of words displayed as a parameter, further analysis
can be done by exploiting such flexibility.

The other possibility guarantees that crucial medical
knowledge or information is adequately shared by all medical
staff. It can work as a surveillance technique. We only
analyzed the nursing records for each medical department
and described just one aspect of the features. In the future
we might analyze the nursing records for a specific disease in
the same way. Such analysis will provide crucial information
not only to the medical staff around patients but also to the
patients themselves and their families.

VIII. C ONCLUSION

In the present study, the in-patient nursing records were
chosen from among the nursing records preserved by the
EMR of the University of Miyazaki Hospital. Sentences
were analyzed into morphemes, and the relations between
feature vocabularies were analyzed by a text data mining
technique to visualize this information. The result analyzed
the qualitative in-patient nursing records using the text data
mining technique and achieved our initial goal: a visual
record of this information. In addition, this result identified
vocabularies relating to the proper methods of treatment,
resulting in a concise summary of the vocabularies extracted
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TABLE I
RELATIONSHIP BETWEEN TOP TEN WORDS AND THEIR FREQUENCY

Rank Internal Medicine1 Frequency Internal Medicine2 Frequency Internal Medicine3 Frequency
1 Doctor 167 Internal use 131 Description 8
2 Direction 135 Medication 79 Charge 8
3 Principal 134 Connection 67 Ulcer 8
4 Patient 134 Urine 65 Acne 8
5 Internal use 126 Feeling 55 Skin 7
6 Report 125 Today 54 Today 6
7 Hope 97 Principle 49 Use 5
8 Consent 87 Attending physician 49 Entire body　 4
9 Observation 86 Progress 47 Plan 4
10 Use 84 Hope 46 Exchange 4

Rank Surgery1 Frequency Surgery2 Frequency Ophthalmology Frequency
1 Acne 49 Internal use 509 Eye 66
2 Ulcer 44 Principal 260 Internal use 59
3 Change 44 Sleep 240 Complaint 50
4 Skin 43 Use 238 Trial 42
5 Reddening 39 Complaint 195 Terminology 38
6 Description 38 Description 190 Today 35
7 Entire body 30 Hope 181 Direction 35
8 Plan 30 Progress 178 Rest　 33
9 Necessary 29 Urine 165 Sore 32
10 Continuation 27 Then 164 Surgery 31

Rank Obstetrics andGynecology Frequency Oral andMaxillofacial Frequency Otorhinolaryngology Frequency
Surgery

1 Sore 97 Admission 94 Pressure 97
2 Internal use 77 Blood vessel 93 Shade 96
3 Complaint 75 Punctures 93 Destruction 93
4 Direction 69 Connection 93 Right 83
5 Today 63 Leakage 92 Neck 80
6 Bleeding 63 Nursing 92 Left 67
7 Doctor 63 Reference 87 Blood 63
8 Report 57 Infection 69 Chest　 40
9 Above mentioned 56 Plan 66 Progress 36
10 Uterus 51 Attachment 66 Reference 35

Rank Pediatrics Frequency Orthopedics Frequency Psychiatry Frequency
1 Medical treatment 18 Internal use 426 Internal use 234
2 Description 17 Sleep 181 State 203
3 Nursing 15 Hope 114 Sleep 188
4 Doctor 15 Principal 112 Arousal 168
5 Suffer 14 Medicine 105 Then 162
6 State 14 Complaint 94 Check 151
7 Necessary 12 Above mentioned 66 Inspection tour 131
8 Mother 12 Use 69 Night 　 102
9 Breathing 12 Trial 62 Complaint 101
10 Family 11 Description 60 Principal 92

Rank Neurosurgery Frequency Urology Frequency Dermatology Frequency
1 Internal use 132 Internal use 29 Internal use 125
2 Then 110 Principal 19 Pain 71
3 Complaint 104 Bloody urine 15 Hope 49
4 Direction 90 Complaint 15 Progress 44
5 Consciousness 88 Urine 14 Reference 40
6 Doctor 79 Use 13 Principal 31
7 Sore 78 Description 13 Record 31
8 Progress 78 Hope 13 More 30
9 Description 72 Skin 12 Patient 29
10 Above mentioned 70 Operation 12 Sore 29

Rank Radiology Frequency Anesthesiology Frequency Rheumatology andInfections Frequency
Diseases

1 Blood vessel 42 Infusion 111 Internal use 63
2 Leakage 41 Punctures 110 Urine 60
3 Admission 41 Admission 100 Progress 56
4 Punctures 41 Rest 108 Breathing 47
5 Connection 41 Connection 106 Oxygen 44
6 Tip 40 Fixation 105 All right 32
7 Rest 39 Pollution 105 Use 32
8 Left hand 38 Nursing 27 Inhalation 30
9 Nursing 33 Content 23 Night 29
10 Plan 24 Attendance 22 Principal 28
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from the in-patient nursing records. We constructed impor-
tant vocabularies characterizing each nursing record.

This research suggests the fruitful possibility of automat-
ically detecting a disease and classifying it from documents
used at medical treatment sites. In the future, using a text data
mining approach and laterally processing medical documents
will support disease classification by retrieving the examples
of similar syndromes. Our approach can also be applied to
the discovery of new medical knowledge for new syndrome
extraction. Text data mining is expected to become a valuable
technique in the analysis of medical documents in the future.
We intend to accumulate clinical research data from care
cards that evaluate the prognosis, the prognostic factors,
the treatment results, and the safety of Medical Treatment
Technologies. In the future, this information will be related
to cost reduction and improvements in the efficiency and
quality of clinical research.

IX. FUTURE WORK

Future work will concentrate on passage records filed by
doctors to improve analytical results. In addition, we expect
to obtain further results by analyzing other diagnoses in other
treatment departments and comparing them.
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