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Fuzzy Partition and Correlation for Image
Segmentation with Differential Evolution
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Abstract—Thresholding-based techniques have been widely
used in image segmentation. The selection of appropriate
threshold is a very significant issue for image thresholding.
In this paper, a new image histogram thresholding method
based on fuzzy partition and maximum correlation criterion is
presented. In the proposed approach, the regions, i.e. object and
background, are considered ambiguous in nature, and hence the
regions are transformed into fuzzy domain with membership
functions. Then, the fuzzy correlations about regions are con-
structed and the optimal threshold is determined by searching
an optimal parameter combination of the membership functions
such that the correlation of the fuzzy partitions is maximized. S-
ince the exhaustive search for all fuzzy parameter combinations
is too costly, the differential evolution algorithm is introduced
into fuzzy correlation image segmentation to solve this optimal
problem adaptively. Experimental results on general images and
infrared images demonstrate the effectiveness of the proposed
method.

Index Terms—image thresholding, fuzzy partition, maximum
correlation criterion, differential evolution algorithm

I. INTRODUCTION

MAGE segmentation is an important low-level prepro-

cessing step for many computer vision problems. The pur-
pose of this step is that objects and background are separated
into nonoverlapping sets [1], [2]. Usually, this segmentation
process is based on the image gray-level histogram, namely
image histogram thresholding [3]. In that case, the aim is
to find a critical value or threshold. Through this threshold,
applied to the whole image, pixels whose gray levels exceed
this critical value are assigned to one set and the rest to the
other. In recent decades, many thresholding methods have
been proposed [4]-[23]. In 1979, Otsu proposed a method
that maximizes the separability of the resultant classes in
gray levels utilizing a between-class variance function [4].
The Otsu method is one of the most famous thresholding
approaches for image segmentation. Entropy model is also
one of the most popular techniques in thresholding [5]-[10].
The Kapur method is developed based on the maximization
of the class entropies [6]. Inspired by the idea of chaos and
fractal theory, Yen et al. [12] presented a novel criterion
for image thresholding, i.e. maximum correlation criterion.
Computational analyses and simulation results indicate the
high effectiveness of the maximum correlation criterion for
image thresholding [12].
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There are some fuzziness factors in nature on image
processing such as information loss while mapping 3-D
objects into 2-D images, ambiguity and vagueness in some
definitions (such as edges, boundaries, regions, and textures),
ambiguity and vagueness in interpreting low-level image
processing results [13]-[15]. Fuzzy sets theory is finding
extensive applications to describe the vague concepts in the
modern mathematical framework. For example, in pattern
classification problem, instead of the conventional determin-
istic assignment of a sample to a class, fuzzy partitioning
strategies provide soft description of the classes, where each
of the sample points is assigned a membership in each
of the classes. Image thresholding can be regarded as a
classic pixels classification problem. To tackle the fuzzy
characteristics exists in images, several fuzzy thresholding
methods have been proposed for image segmentation, such
as fuzzy partition entropy method [14]-[18].

In this paper, we present a new thresholding method
utilizing the maximum correlation criterion based on the
probability partition, fuzzy partition and differential evolu-
tion (DE) [24] algorithm. The image is divided into two
parts: object and background in the proposed method, and
the Z-function and S-function are adopted as the membership
functions of background and object. Since the exhaustive
search for all fuzzy parameter combinations of member
functions is too costly, we introduced DE algorithm into
fuzzy image segmentation to solve this optimal problem
adaptively.

The paper is organized as follows. In Section 2, the
maximum correlation criterion is reviewed and the fuzzy cor-
relation criterion is proposed based on probability analysis,
fuzzy partition and correlation theory. In Section 3, the basic
principle of DE is described and the specific method of DE
applied in fuzzy correlation image segmentation is proposed.
More experiments are discussed in Section 4 to demonstrate
the effectiveness and usefulness of the proposed approach.
Finally, the conclusions are drawn in Section 5.

II. FUZZY PARTITION AND MAXIMUM CORRELATION FOR
IMAGE SEGMENTATION

In this section, we give brief descriptions about the corre-

lation and fuzzy partition approach for image segmentation.

A. Maximum correlation criterion

Let I = [f(z,y)]mxn be an L-level digital image,
f(z,y) € G, G = {0,1,2,--- ,L — 1} is the set of
gray levels. Let h; be the frequency of gray level ¢ and
p; = hi/(M x N) be the probability of occurrence of gray
level i. Hence, a distribution {p;|i € G} can be obtained.
Suppose t is an assumed threshold, ¢ partitions the image into
two regions, namely, the object O and the background B. We
assume gray values in [t+1,--- , L — 1] constitute the object
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region, while those in [0, - - - , ¢] constitute the background. If
t .

> i_oPi is larger than zero and smaller than one, then two

distributions can be derived from distribution {p;|i € G}

after normalization.

B= Do pr Pt
P(t)" P(t)" " P(t)
Pt+1 Pt+2 PrL—1

(1)
O:{lp(t)’1p(t)""’1P(t)}

Where P(t) = ZE:O p; is the total probability up to the
tth gray level. In the maximum correlation criterion, the
basic idea is to choose the threshold such that the total
amount of correlation provided by the object and background
is maximized. The total amount of correlation provided by
distributions B and O is [12]

TCO(t) = Cp(t) + Co(t)

-y () S () @

i=t+1

In order to obtain the maximal correlation contributed by
the object and background in the image I, T'C'(t) must be
maximized. The maximum correlation criterion [12] it to
determine the threshold ¢* such that

TC(t") = argmax [TC(t)] 3)

B. Fuzzy partition

The concept of fuzzy partitioning can be extended for
digital image thresholding by visualizing the object and
background regions as fuzzy sets, O and B, with each of
the pixels showing a partial membership in each of the
regions according to its gray value, i.e. uo(g) € [0,1],
up(g) € [0,1]. With this sort of a partition, regions are no
more guaranteed to be mutually exclusive; in other words,
there may not exist a crisp boundary between regions.

A fuzzy thresholded description of an image can be
characterized by two membership functions po and pp
in such a way that they reflect the nature of object and
background gray distribution event after thresholding. The
description reflects the compatibility measure of each of the
pixel/gray value in object and background regions.

C. Fuzzy correlation for image thresholding

In the proposed fuzzy maximum correlation approach, the
thresholding is used to classify pixels to object group and
background group. With this aim, two fuzzy sets, object
O and background B be considered, whose membership
functions are defined in this paper as below

1, g<a
N2
1—@8b£l@v“<9<b
np(g) = (g—c)? @)
e—a(e—p "TI=C
0, g>c

0, g<a

(g —a)?
c-ab_a “<I=P
1—m7 b<g§c
1, g>c

Where 0 < a<b<c<L-1,ge€ G is the independent
variable, a, b, and c¢ are parameters determining the shape of
the above two membership functions as shown in Figure 1.
Obviously, pu5(g) = 1— po(g). Hence, pp(g) and po(g) is
fuzzy 2-partition of the image. The probabilities of the two
fuzzy events object O and background B are defined as

L—1

Ps =Y 159 ©6)
g9=0
L—1

Po = po(9)py (7)
g=0

According to maximum correlation criterion [12] for im-
age thresholding, in the proposed approach we define the
amount of fuzzy correlation provided by fuzzy events object
and background as follows

“ UB (g)p
B Z 9
Fr " 9=0 ( Pg ) ®)
« Ho (g)p
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The total amount of fuzzy correlation is defined as

FC(a,b,c) = FCp + FCo (10)
Since different combination of (a,b,c) corresponds to
different fuzzy 2-partition, so, the fuzzy correlation varies
along with three parameters a, b, and c. We can find an op-
timal combination of (a, b, ¢) such that the fuzzy correlation
FC(a,b,c) has maximum value, i.e.
(a*,b%,c*) = arg max [FC(a, b, )] (11)
Then, the optimal threshold ¢* for image segmentation can
be computed as

ps(t) = po(t) (12)

As shown in Figure 1, threshold ¢* is the point of inter-
section of up and pp. According to Eqgs. (4) and (5), the
solution can be computed as

o JEZE )
=

5 (a*+c")/2<b <c¢*

a_¢w—mytwj

a* <b* < (a*+c")/2
13)
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Fig. 1: The plot of membership function with (a, b, c) = (15,120, 245) and the optimal threshold ¢*

ITI. FUZZY PARTITION AND MAXIMUM CORRELATION
FOR IMAGE SEGMENTATION

From above description, we can see that it is not an easy
work for finding the optimal fuzzy membership function
parameters combination of (a, b, ¢). Since a, b, and ¢ may
take values from {0,1,--- , L — 1}, the search space of pa-
rameters combination (a, b, ¢) is close to L3. Such procedure
is characterized by high computation cost. In this section, we
propose a DE algorithm to find the optimal combination of
(a,b,c).

A. Description of differential evolution
Differential evolution is an evolutionary computation al-
gorithm developed by Storn and Price which solves real
valued problems based on the principles of natural evolution
[24]. It is a heuristic optimization method which can be
used to optimize nonlinear and non-dfferentiable continuous
space functions. It has been extended to handle mixed integer
discrete continuous optimization problem also [23]-[26]. DE
uses a population P of size n that evolves over ¢ generations
to reach the optimal solution. Each individual X is a vector
that contains as many parameters as the problem decision
variables D.
P'= [XLXEV'

t __ t t
X = [Xi,lvxi,%"'

'asz]
7Xit7D] ai:1a25"' ,

(14)
5)

The population size n is an algorithm control parameter
selected by the user which remains constant throughout
the optimization process. The optimization process in DE
is carried out using the three basic operations: Mutation,
Crossover and Selection. The algorithm starts by creating an
initial population of n vectors. Random values are assigned
to each decision parameter in every vector as follows.

0 L U L
Xp;=Xj +r- (X7 - X7) (16)

Where i = 1,2,--- ,nand j =1,2,---,D; X} and X} are
the lower and upper bounds of the jth decision parameter;
and r is a uniformly distributed random number within [0, 1]
generated for each value of j. Xg ; 1s the jth parameter of
the ith individual of the initial population. The main steps
of the DE algorithm are shown in Figure 2.

In DE algorithm, the mutation operator creates mutant
vectors D; by perturbing a randomly selected vector X, with

Initialization
Evaluation
Repeat
Mutation
Crossover
Evaluation
Selection
Until (termination criteria are met)

Fig. 2: Tllustration of the main steps of the DE algorithm

the difference of two other randomly selected vectors X and
Xe.

Di=X,+F - (Xo—X.),i=1,2,---,n a7
Where X,, X3, and X, are randomly chosen vectors among
the n population, and a # b # ¢ # i. The scaling constant
F' is an algorithm control parameter used to adjust the
perturbation size in the mutation operator and to improve
algorithm convergence.

The crossover operation generates trail vectors 7; by mix-
ing the parameters of the mutant vectors D; with the target
vector X; according to a selected probability distribution.
D, if((r < CR)or(j=d
7 [ Poiftn s CRrG=a)

X ;,otherwise

Where i =1,2,--- ;nand j =1,2,---, D; d is a randomly
chosen index from {1,2,---,D} that guarantees that the
trail vector gets at least one parameter from the mutant
vector; rn is a uniformly distributed random number within
[0,1] generated for each value of j. The crossover constant
CR is an algorithm parameter that controls the diversity of
the population and aids the algorithm to escape from local
minima. X, ;, D;; and T; ; are the jth parameter of the
ith target vector, mutant vector and trail vector at current
generation, respectively.

The selection operation forms the population by choos-
ing between the trail vectors and their predecessors (target
vectors) those individuals that present a better fitness or are
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more optimal according to Eq. (19).

e Toif (A1) > (X))
i X!, otherwise

This process is repeated for several generations allowing
individuals to improve their fitness as they explore the
solution space in search of optimal values.

DE has three essential control parameters: the scaling
factor F', the crossover constant C'R and the population
size n. The scaling factor is a value in the range [0, 2] that
controls the amount of perturbation in the mutation process.
The crossover constant is a value in the range [0, 1] that
controls the diversity of the population. The population size
determines the number of individuals in the population and
provides the algorithm enough diversity to search the solution
space.

19)

B. DE implementation for image segmentation

While applying DE to solve the parameters optimization
problem of fuzzy membership function, each vector in the
DE population represents a candidate solution of the given
problem. Considering the optimal problem mentioned above,
the individuals in the population are constructed and the
population search strategy is proposed. We choose 3 as
the dimension of the search space, i.e. D = 3 and each
individual in the population is three-dimensional vector of
real numbers. The fuzzy correlation function (10) is the given
fitness function. The procedure is described as follows.

Step 1. Initialize n individuals in population according Eq.
(16), where X JL and X ]U are the minimum and maximum
gray level of the given image, respectively.

Step 2. Evaluate the fitness of each individual in the
population using the fuzzy correlation function (10).

Step 3. Carry out the mutation, crossover, evaluation and
selection operators for each individual in the population. In
order to obtain better convergence, the scaling factor F' and
the crossover constant C'R are set as follows

F=0.5x (1 + rand(O, 1)) (20)
CR = CRmm—‘r(CRmaz —CRmm) . (Itmaw —It)/]t 21

Where rand(0,1) denotes a uniform random number with
range [0,1]; CRyqx and C R,y denote the maximum and
minimum of cross probability C'R, they can be assigned
value in the step of initialization; It,,,, and It denote the
biggest iteration number that be allowed and the current
iteration number of the DE algorithm, respectively.

Step 4. Repeat Step 3 until termination criteria are met.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

For evaluation the performance of the proposed approach,
we have applied the proposed method to a variety of images
and compared the performance with that of some existing
methods. The thresholding methods proposed in references
[16], [17] and [18] are based on fuzzy set which claimed the
satisfactory performance in image segmentation. Therefore,
we compared the performance of the proposed algorithm
with that of the method in references [16], [17] and [18]. For
the sake of convenience, we call these methods in references
[16], [17] and [18] Benabdelkader method, Tao method and
Tang method, respectively. In addition, we compared the

performance of the proposed method with that of some
classical image thresholding methods, i.e. Otsu method [4],
Pun entropy method [5], Kapur entropy method [6], and Yen
correlation method [12].

(®)

(d)
Fig. 3: The test images. Original image of (a) tire, (b) plane,

(c) milkdrop and (d) shotl
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Fig. 4: The histograms of test images. (a) tire, (b) plane, (c)
milkdrop and (d) shotl

The all algorithms were coded in Matlab version 7 and
run on an Intel 2.66 GHz Pentium4 CPU, 2.00 GB RAM
personal computer, under Microsoft Windows XP pro Oper-
ating System. In our experiments the population size of the
proposed DE algorithm is set to 30, the number of maximum
iteration It,,,,, the maximum cross probability C' R, and
the minimum cross probability C'R,,,;, are set to 100, 0.9
and 0.1, respectively.

Firstly, four real-world images with different shapes of
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gray levels histogram distribution are applied to test the
segmentation performance of different thresholding methods.
The four images are ‘tire’ image, ‘plane’ image, ‘milkdrop’
image and ‘shotl’ image and their sizes are 232 Xx 205,
481 x 321, 128 x 128 and 94 x 93, respectively. The original
images of the test images are shown in Figure 3 and their
corresponding gray levels histograms are shown in Figure 4.

The threshold values obtained with the different thresh-
olding methods on test images are shown in Table 1 and the
corresponding thresholded result by these threshold values
for test images are shown in Figures 5-8.

From Figures 5-8, it can be seen that the best segmented
results can be obtained by the proposed method while there
are some defectives exist in the results by the other methods.
For ‘tire’ image, the results obtained by Yen method and
Tao method are over-segmentation while keeping the under-
segmentation error in the results obtained by Pun method,
Benabdelkader method and Tang method. For ‘tire’ image,
these five methods can not distinguish the object and back-
ground well. For ‘plane’ image, the object is separated from
background very well by the Tao method and the proposed
method while a lot of background noise exist in the results
obtained by other six methods, especially in the results
obtained by Pun method, Benabdelkader method and Tang
method. For ‘milkdrop’ image, there are same flaws exist in
the results by Pun method, Benabdelkader method and Tang
method as that of in ‘plane’ image. For Otsu method, Kapur
method and Yen method, there is much noise in the results
by these three methods while for the Tao method, the over-
segmentation error appears again in the segmented results.
For ‘shotl’ image, the mentioned above flaws exist in the
results by Otsu method, Pun method, Benabdelkader method,
Tao method and Tang method appear again while for the
other three methods, the object separated from background
well.

Because the effects of fuzzy correlation image segmen-
tation depend on the selected threshold, it is essential to
compare the threshold selected by the DE method with
the threshold selected by the exhaustive search method.
Comparison of results and time of the DE method and
the exhaustive search for test images is shown in Table
2. Since DE is a stochastic global optimization algorithm,
we repeated experiments to test the search stability of the
DE method. Results and time of the DE method shown
in Table 2 are the average results of 20 independent and
repeated experiments. As can be seen from Table 2, the
DE method can give the similar optimal fuzzy parameter
combination and threshold as that of the exhaustive search.
In contrast, the search time of the DE method is very less
than that of the exhaustive search. For example, the DE
method and the exhaustive search obtain the similar optimal
fuzzy parameter combination (0.0,0.9,255.0) and threshold
75.0 for ‘tire’ image, but the search time of the DE method
is approximately one thousandth of that of the exhaustive
search. Therefore, it can be concluded that the DE method
can greatly improve the efficiency of the proposed image
segmentation method. From the search results of all the ex-
perimental images, we can conclude that the DE method has
good adaptability in selecting the optimal fuzzy parameter
combination and threshold when applied to different kinds
of real-world images.

Time efficiency is an important index for different algo-
rithms on image segmentation. So the experiments of CPU
time cost of all methods for obtaining the optimal threshold
value on every test image were also conducted in this paper.
The results are reported in Table 3. The Otsu, Pun, Kapur et
al., and Yen et al. methods are implemented by exhaustive
search in this paper. The fast recursive algorithm was used
in Benabdelkader et al. method and Tang et al. method. The
ant colony optimization algorithm was used in Tao et al.
method. These three methods are implemented according to
their original paper in our experiment. From Table 3, it can
be seen that the exhaustive search algorithm used in Otsu,
Pun, Kapur et al., and Yen et al. methods cost less CPU
time than other methods because the time complexity of
these methods is O(L), where L is number of gray levels of
image. The time complexity of other methods is larger than
O(L). Therefore, although some optimization algorithms or
recursive algorithms are used in these methods, it still cost
much CPU time than other methods. However, compared the
proposed method with its exhaustive search version, it can
be seen from Table 2, the time cost of the proposed method
is less than that of the exhaustive search. For example, the
search time of the proposed method is approximately one
thousandth of that of the exhaustive search for test images.
From Table 3, we can see that the cost time of the proposed
method is also less than that of Tang et al. method.

Infrared target detection is widely application in many
fields [17], [21], [27], [28], such as video surveillance [29],
[30]. At the last experiment, for further testing the perfor-
mance of the proposed method, we applied the proposed
method to infrared human image segmentation. Figure 9
shows two infrared human images and their gray levels his-
tograms. For convenience, we call these two infrared images
‘IR1’ and ‘IR2’. Figures 10 and 11 show the segmented
results by 8 different methods referenced in this paper.

From Figures 10 and 11, it can be seen that the human
targets are separated from background well by the proposed
method while the results obtained by the other methods
are not ideal. For ‘IR1’ image, the thresholds obtained by
Otsu method, Pun method, Benabdelkader method and Tang
method are 67, 76, 76 and 68, respectively. When ‘IRI’
image is segmented by these thresholds, the object can not
be distinguished from background. For Tao method, from our
experiments, it usually will appear over-segmentation error
sometimes while for Kapur method and Yen method their
segmentation is deficient at the some time. For example, the
flaws of these methods appear in the segmented results of
‘IR2’ image.

V. CONCLUSIONS

In this paper, a new image thresholding method is pre-
sented based on fuzzy partition and correlation theory. At
the same time the DE algorithm is introduced into fuzzy
correlation image segmentation to find the best fuzzy pa-
rameter combination of membership function and threshold
adaptively. Some real-world images and infrared human
images are selected as the experimental data and the pro-
posed method obtains satisfactory results in the segmentation
experiments. The DE method can obtain the similar optimal
fuzzy parameter combination and threshold as that of the
exhaustive search while its search time is very less than that
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Fig. 5: Segmented results of tire image by (a) Otsu method, (b) Pun method, (c) Kapur method, (d) Yen method, (e)
Benabdelkader method, (f) Tao method, (g) Tang method and (h) The proposed method

(@ (b) © (d)

(e) ® (® (b)

Fig. 6: Segmented results of plane image by (a) Otsu method, (b) Pun method, (c) Kapur method, (d) Yen method, (e)
Benabdelkader method, (f) Tao method, (g) Tang method and (h) The proposed method

(h)

Fig. 7: Segmented results of milkdrop image by (a) Otsu method, (b) Pun method, (c) Kapur method, (d) Yen method, (e)
Benabdelkader method, (f) Tao method, (g) Tang method and (h) The proposed method
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Fig. 8: Segmented results of shotl image by (a) Otsu method, (b) Pun method, (¢) Kapur method, (d) Yen method, (e)
Benabdelkader method, (f) Tao method, (g) Tang method and (h) The proposed method
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Fig. 9: Original infrared human images and their histogram. (a) IR1, (b) Histogram of IR1, (c) IR2 and (d) Histogram of
IR2.
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TABLE I: Threshold values obtained with the different thresholdin

methods on test images
Image Otsu || Pun || Kapur || Yen || Benabdelkader || Tao || Tang || Proposed
tire 84 20 110 83 21 180 25 75
plane 85 120 84 84 119 48 117 46
milkdrop 130 92 114 114 91 166 87 139
Shotl 174 147 131 131 164 68 149 128
TABLE II: Comparison of results and time of the DE method and the exhaustive search

Image DE method Exhaustive search

(a,b,¢) Threshold || Times(s) || (a,b,c) Threshold || Times(s)
tire (0.0, 0.9, 255.0) 75.0 0.2873 0, 1, 255) 75.0 253.8
plane (0.0, 0.1, 157.8) 46.2 0.2361 0, 1, 157) 46.3 186.7
milkdrop || (1.0, 165.3, 233.9) 139.3 0.2437 (1, 165, 234) 139.2 215.2
Shotl (117.5, 118.7, 154.2) 128.7 0.2795 (118, 119, 154) 128.9 193.7

TABLE III: Comparison of CPU time of the different methods (second)

Image Otsu Pun Kapur Yen Benabdelkader Tao Tang Proposed
tire 0.0543 || 0.0517 || 0.0607 || 0.0496 0.0873 0.2791 || 2.3105 0.2873
plane 0.0419 || 0.0435 || 0.0431 || 0.0458 0.0791 0.2404 || 2.4307 0.2361
milkdrop || 0.0426 || 0.0397 || 0.0409 || 0.0379 0.0765 0.2456 || 2.0172 0.2437
Shotl 0.0413 || 0.0462 || 0.0508 || 0.0437 0.0698 0.2798 1.9762 0.2795

Fig. 10: Segmented results of IR1 image by (a) Otsu method (¢* = 67), (b) Pun method (t* = 76

), (¢) Kapur method

(t* = 154), (d) Yen method (t* = 145), (e) Benabdelkader method (¢* = 76), (f) Tao method (¢* = 179), (g) Tang method

(t* = 68) and (h) The proposed method (¢* = 180)

of the exhaustive search. And the DE method has good search
stability in the repeated experiments. Therefore, the proposed
method is an efficient image segmentation method and can be
applied to many fields, such as automatic target recognition,
etc.
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