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Abstract - Search engine retrieves the significant and 

essential information from the web, based on the query 

keyword given by the user. Query log file is a repository 

contains every query request and its navigation in the search 

engine and maintained either in the system desktop or in the 

proxy server.  This paper has proposed an algorithm for query 

and URL recommendation which is based on the user’s search 

histories and a click through data. A new framework is 

constructed here based on the navigation time. First, the 

proposed algorithm identifies frequently accessed Queries and 

URLs from the log file using the frequent pattern generation 

algorithms. Next hub and authority weights are calculated for 

the frequent items.  The similar queries are clustered; it uses 

the temporal characteristics of historical click-through data. 

The intuition is to reveal that more accurate semantic 

similarity of queries can be obtained by considering the 

timestamps of the log data. The cluster generated in this 

approach is used to provide query and URL recommendations 

to the user. Finally the method has been evaluated using real 

data set from the search engine query log. 

 

  Index Terms - Query, URL, Modified Hits, Prefix span and 

Up down Directed Acyclic Graph. 

I. INTRODUCTION 

 

The tremendous growth of World Wide Web has paved 

the way for getting the required information from the web. 

Search engines are used to retrieve the result from the web 

in terms of web snippets for the query given by the user. The 

retrieved result may not be relevant all the time. At times 

irrelevant and redundant results are also retrieved by the 

search engine because of the short and ambiguous query 

keywords [1]. The user scans the search result from the top 

to the bottom according to Joachim’s [2] and then decides 

whether the web snippet is either relevant or irrelevant. A 

study done by C. Silverstein [3] on Alta Vista Query Log 

has shown that more than 85% of the queries contain less 

than three terms and the average length of the query is 2.35 

terms. So the shorter length query does not provide any 

meaningful, relevant and needed information to the users. 

Table I shows some of the examples for ambiguous query 

keywords. [4] Reported that up to 23.6% of web search 

queries are ambiguous, this causes poor retrieval results. 
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TABLE I 

AMBIGUOUS QUERY KEYWORDS 

Query                        Search Topics 

Java Programming Language, Bike, 

Country 

Apple Company, Fruit, System 

  

When the user is not satisfied with the result given by the 

search engine for the initial input query, Query 

recommendation technique is used as it provides suggestions 

to the user to frame relevant and meaningful queries in 

future to retrieve the relevant results. The recommendation 

made by the search engine depends on the real intent of the 

user, and the user’s intent is analysed from the search 

histories.  For example, consider a user who submits the 

query term ‘apple’ in the search process, but he review the 

result only for ‘apple iPod’ and not for the ‘apple fruit’. 

Here the user’s interest is on apple iPod only. The query 

recommendation system provides suggestions on the iPod 

when the same query ‘apple’ is triggered by the same user 

next time. Here the recommendation is given by considering 

the user’s past navigations. 

Consider another example, user U1 wants to get the 

information on ‘Android applications’. Not keeping in mind 

of its keyword he enters the query keyword as ‘mobile 

applications’. The top documents do not have the 

information on ‘Android applications’. After a long 

searching process U1 gets the result and clicks the correct 

URL. But another user U2 enters the correct query on 

Android applications by using the correct keywords and 

clicks the same URL which is clicked by U1. Our algorithm 

generates the cluster which contains the users who have the 

similar intents (that is U1 and U2), the query keywords and 

the URLs are clicked for the queries. The cluster is used to 

provide the query recommendations to the first user U1 by 

using the keywords of U2. Here the query recommendation 

is a collaborative technique, which is based on the intent of 

more than one user. 

Here the major contributions of the work are summarized 

as follows: 

 

 First, the frequently accessed queries and URLs are 

identified from the log file  by considering the prefix 

and suffix patterns of the Queries and Clicked URLs 

using the existing frequent pattern generation 

algorithms namely Prefix Span [5] and Up down 

Directed Acyclic Graph [6]. 

 t-measure, Hub and authority weight is calculated for 

the frequently accessed queries and URLs. 
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 Frequently accessed queries and URLs are clustered 

using the Agglomerative clustering algorithm. This 

cluster contains a set of similar queries. 

 Finally the queries are recommended to the user to 

frame the meaningful queries in future. Here the query 

recommendation is either content based or 

collaborative based. Content based approach gives the 

recommendation based on the search histories and 

navigational behaviour of the user.  Whereas the 

recommendation from Collaborative approach is based 

on the preferences of multiple users. 
 

The rest of this paper is organised as follows: Section II 

reviews the related work. Section III defines some 

commonly used terms in the proposed work. Pre-processing 

of the log file and the architecture of the proposed work are 

explained in section IV. Generation of query clusters by 

considering the prefix patterns is discussed in Section V. 

Query cluster generation by considering the prefix and 

suffix patterns is explained in Section VI. In Section VII, 

Experiments and results are discussed. Section VIII 

concludes the paper. 

II. RELATED WORKS 

 

Web is getting expanded day by day. Many search 

engines are used to retrieve the information from the web. In 

such situations, it is the responsibility of service provider to 

provide suitable, significant and quality information to the 

user against their query submitted to the search engine. 

Query Recommendation is an information retrieval 

technology to recommend identical or related queries for a 

particular query [7]. Search engine provides the query 

recommendation in two ways. Firstly the suggestion is given 

while the query is typed by the user. This technique is used 

to frame the queries at hitting time [8].  Secondly the lists of 

queries are recommended at the end of the search result. The 

proposed work provides the query recommendation to frame 

the meaningful and reliable queries in future.  

Search engines retrieve the result in terms of web snippets 

for the query given by the user and its navigational 

information is stored in query log. Much research has been 

done in query expansion, Query suggestions and Query 

recommendations [9][10][11]. The similar queries in the log 

entries are clustered based on similarity measure. [12][13] 

Recommend the query using similarity based query cluster.  

Query recommendations are often based on clustering 

methods with the inconvenience that queries falling in the 

same cluster are some time more ambiguous and less helpful 

than the original query [14]. The frequently used queries and 

URLs in the log file are identified using Prefix Span [5] or 

Up down Directed Acyclic Graph [6]. The similar queries 

and URLs are clustered; the cluster recommends the queries. 

Hub and authority weight is calculated for each unique URL 

[15]. The total weight value is considered for generating the 

query cluster. 

A good query recommendation system should observe the 

following properties [16] 

 Relevance: Recommended queries should be 

semantically relevant to the user search query. 

 Redundancy Free: The recommendation should not 

contain redundant queries that repeat similar search 

intents. 

 Diversity: The recommendation should cover search 

intents of the different interpretations of the keywords 

given in the input query. 

 Ranking: Highly relevant queries should be ranked 

first ahead of the less relevant ones in the 

recommendation list. 

 Efficiency: Query recommendation provides online 

help. Therefore, the recommendation algorithms 

should achieve fast response times. 

The query recommendation technique provided in this 

approach satisfies the properties defined in [16]. 

In this paper, association rules are generated between the 

frequent queries and frequent URLs without any pre 

assigned weights. [17][18] Discussed the weighted 

association rule mining where the items have some 

predefined weights. Ke Sun et al. [19] have introduced the 

new measure of items w-support for mining the association 

rules without any pre assigned weights. 

III. GENERAL TERMS 

Item: In this context an item is a query or clicked URL. 

When the queries are recommended, query becomes an item 

and when the URLs are recommended, URL becomes an 

item. 

Candidate: Set of URLs accessed in a day or set of 

Queries given in a particular day. 

Support: An item set X has support s in T if s% of the 

transactions in T contains X. support of an URL is calculated 

by number of times the URL accessed  being divided by the 

total number of distinct URLs in the data set. 

For example, consider the query log of AOL search 

engine. From the first 200 log entries, 148 unique URLs and 

113 unique queries are retrieved. The URL 

http://www.google.com appears 5 times and its support 

value is 3%. The query ‘lotto’ appears 12 times and its 

support value is 10.6%. 

Frequent Item: An item I is frequent if its support is 

higher than the user specified minimum support threshold. 

Association rule: Consider I = {i1, i2…. in} is a set of 

items and T = {t1, t2….. tn } is a set of transactions where 

each transaction ti consists of a subset of items in I. An 

association rule is of the form:  

 X →Y,    X ∈  I, Y ∈  I, X ∩ Y = ∅ 

Consider Q = {q1, q2….. qn} set of queries. The 

association rule is X →Y,    X ∈  Q, Y ∈  Q, X ∩Y = Ø 

Confidence: Confidence is an interestingness measure of 

an association rule. The rule X → Y holds in T with 

confidence c if c% of transactions in T that contain X also 

contain Y.  

     Confidence (X → Y) = Support (XUY) /   Support(X) 

Lift: Lift is a simple correlation measure that compares 

the rule of confidence with the expected rule of confidence.  

      Lift(X → Y) = Confidence (X → Y) / Support (Y) 
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Association Rules from Query log file: We have generated 

the associations between the queries and the clicked URLs 

which are stored in the query log file. Consider the 

following traversal path of the user U1 for the input query 

Q1. 

 

 
Fig. 1. Traversal path for Q1 by U1 

 

Here the user clicks the document B and E from the 

document A. The referring URL for the documents C and D 

is B. The adjacency matrix representation for the traversal 

path given in Fig. 1 is 

     A     B       C       D        E 

     A 

     B 

     C 

     D 

     E 

 
The association rules generated for the above traversal 

path is 

    A→ B, A→ E, B→ C, B → D, AB→ C, AB → D 

The Association rules generated from the query log may 

be based on the weights such as in degree, out degree, 

number of clicks, time spent on the web pages, and etc 

[11][12]. The rules are also generated without any pre 

assigned weights [13].  The proposed work generates the 

association rules between the queries and in between the 

URLs without considering any pre-assigned weights.  

Hub: The hub identifies the URLs clicked for the query 

Q. In Fig. 2, the URLs A, B and C are accessed for the 

query Q. 

Authority: The authority identifies the URLs pointed for 

the query Q. In Fig. 3, A, B and C are the URLs which have 

resources for the query Q. For example, 

 

         Hub         Authority  

    

Fig. 2. Multiple Authorities 

                 Hub                  Authority 

  
Fig. 3. Multiple Hubs 

 

From Fig.2, 

   Hub (Q) = Number of out links from Q 

    = Authority (A) +Authority (B) +Authority(C)     

= 3 

From Fig. 3, 

Authority (Q) = Number of in links to Q  

                    = Hub (A) +Hub (B) + Hub(C) = 3  

IV. QUERY LOG FILE 

A. Architecture for Time Dependent Recommendations 

Fig. 4 describes the architecture for time dependent 

recommendations. The user submits the query to the search 

engine interface. The user’s request and their navigational 

behaviours are recorded in the query log file. The user scans 

the search result from the top to the bottom and decides that 

the retrieved results are not relevant for their request. 

Sometimes the user scans the search result and will be 

satisfied with the information available in the abstract of the 

web snippets itself. For these cases the user does not click 

any URL, here the message “NoClick” is assigned to the 

attribute ClickURL. The pre-processed log entries are stored 

in the query log file. 

The frequently occurred queries and URLs are identified 

and the associations among the frequent items are generated. 

The hub and authority weight for the frequent URLs are 

calculated. Next, the query cluster is generated based on the 

time stamp of the query. Consider a situation, either the 

query Q is issued several times or the user clicks different 

URLs or the same URL is clicked for different queries. For 

these cases the hitting time is considered and the weight is 

assigned for each time interval. The time weight of the 

recently triggered query is high when compared with the 

older query.  

Based on the hub and authority weights of URLs and time 

weight, the queries are clustered. When the user supplies the 

same query next time, this cluster recommends the query. 

0 1 0 0 1 

0 0 1 1 0 

0 0 0 0 0 

0 0 0 0 0 
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A 

B 

C 

Q 

Q 

A 

B 

C 

A 

B E 
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Fig. 4. Architecture for Time Dependent Recommendations 

 

B. Pre-processing of Query Log file 

In order to give the suggestions to frame the future 

queries, the search histories are analysed. To evaluate this 

work, we consider the AOL data set from 2006 -03 - 01 to 

2006 – 05 - 31 (zola. di. unipi. it / smalltext/datasets.html). 

The data set contains 1975811 records and 19131507 words 

in 174 MB, based on our system’s memory and its speed we 

consider a maximum of first 200 pre-processed records. The 

search histories are organized under the attributes 

< AnonID     Query     QueryTime     ItemRank     

ClickURL> 

Table II shows the attributes and its description used in 

the data set. 

 
TABLE II 

 AOL SEARCH ENGINE’S ATTRIBUTE AND ITS DESCRIPTION 

Attribute Description 

AnonID an anonymous user identifier 

Query the query issued by the user 

QueryTime   

 

The date and time on which the query was 

triggered by the user 

ItemRank If the user clicked on the search result, the 

rank of the item on which they clicked is 

listed.  

ClickURL If the user clicked on the search result, the 

domain portion of the URL in the web 

snippets is listed. 

 

Table III shows the sample log entries in AOL search 

engine’s data set. 

The user 1038 in the last row is either obtained the 

information from the web snippets itself or does not satisfy 

with the result; hence the user does not click any URL. The 

query log entries are pre-processed by using the following 

steps. 

    If ItemRank and ClickURL attributes are empty then 

assign the message “Norank” and “NoClick” for the 

attributes in the data set, because for those entries, the 

user does not click any URL. 

TABLE III 

AOL - SAMPLE LOG ENTRIES 
Anon 

ID 
Query QueryTime 

 

Item 

Rank 

ClickURL 

227                
psychiatric 
disorders     

2006-03-02 

17:30:36 
1 http://www.merck.com 

227                  cyclothymia 
2006-03-02 

17:34:08 
1 http://www.psycom.net 

309        
whec tv in 

rochester ny    
2006-05-11 

14:54:43      
1      http://www.10nbc.com 

366                   intravenous 
2006-03-01 

17:16:19   
3 http://en.wikipedia.org 

647               
rabbit hole 
the broad 

way play      

2006-03-01 

22:15:33 
2 

http://www.entertainmen

t-link.com 

1038 tow truck 
2006-03-01 

 23:17:31 

No 

Click 
NoRank 

  

   If the Query keyword is empty then the record is 

removed from the data set. The query log file is 

cleaned by using the algorithm given in [20] [21]. 

   The bad queries are removed from the query log. Bad 

queries are non-interpretable query. For example a 

query contains the IP address is considered as a bad 

query.  

   Non-alpha-numerical characters from query strings 

except for ‘.’ (dot) and redundant space characters are 

removed. Singular and plural words are treated as 

same. All the uppercase letters are converted into 

lowercase. 

   Stop words (www.link-assistant.com/seo-stop-words. 

html) from the query keywords are removed. 

   Queries that appear only once in the search log are also 

considered because these queries are rare queries. 

   Unique Queries and URLs are retrieved from the query 

log. Users and their sessions are identified. 

 
From the first 200 pre-processed log entries, 148 unique 

URLs and 113 unique queries are retrieved. A numeric 

identifier is assigned for the retrieved unique URL which is 

shown in Fig. 5.  

 

 
Fig. 5. Unique URLs 

 

Unique queries are retrieved from the log file and its size 

is 1.99 KB (2,038 bytes). After pre-processing, its size is 

reduced as 1.71 KB (1,760 bytes). Table IV shows some of 

the original query terms and its pre-processed form. 
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C. Time Wise URL Cluster 

Time Independent query recommendation model [23] 

defines that the recommendation assumes all the navigations 

are treated as equal irrespective of the time stamps. Recent 

query preferences to react in a better way of the current 

trends than the older preferences do. 
 

TABLE IV 

ORIGINAL AND PRE-PROCESSED QUERY TERMS 

Original Query Term Pre-processed Query Term 

psychiatric disorders psychiatric disorders 

Cyclothymia cyclothymia 

grooming in harrisburg pa grooming harrisburg pa 

subsidized housing in harrisburg pa subsidized housing harrisburg pa 

whec tv in rochester ny whec tv rochester ny 

pen pals for KIDS pen pals kids 

rabbit hole the broadway play rabbit hole broadway play 

CLIFF NOTES cliff notes 

friendship community center friendship community center 

rehabs in harrisburg pa rehabs harrisburg pa 

 

User interests are varying from time to time, that is the 

user has different needs at different time periods. For 

example, during the weekdays the user is interested about 

the ‘apple computers’ while in the weekends the user intent 

is on apple fruit or recipes. Hence we have to assign the 

weight for the time periods. 

The algorithm CLUSTTIME is used to cluster the query 

log entries day wise, that is queries and URLs are grouped 

based on the date and time on which the navigation is 

occurred.  

Definition: Time Schema 

Time Schema T=(R, C) where R is set of access logs with 

time attribute and C is the Constraint. For example, 

Consider the Time Schema year: 2006, month: {3, 4, 5}, 

day: {1, 2, 3…n} where n = {31 for month=3, 5 and 30 for 

month=4} with the constraint that evaluate < y, m, d > to be 

“true” only if the combination gives a valid date in the range 

of 2006-03-01 to 2006-05-31. 

Definition: Time Cluster 

Consider the Time Cluster D = (URL, T), where URL is the 

identifier assigned to each unique URL which is triggered at 

the particular time period T. D = (URLi, T) where i = 1, 

2...144. 

Algorithm CLUSTTIME 

Input: Query log entries and Unique URLs Identifier 

Output: Cluster of URLs day wise 

begin 

      For month (QueryTime) from 3 to 5 do 

       For day (QueryTime) from 1 to 31 do 

         Search the query log entry for the given month and day 

          If found (log entry) then 

          Search the URLs id from URLLIST and Group 

the URLs  

end 

Fig. 6 shows that 54 cluster of URLs generated by using 

the algorithm CLUSTTIME.  

Hash Tables are used to calculate the hub and authority 

weights of the URLs in day wise URL clusters, which are 

given in Fig. 7. If the URL cluster of the 3rd month is 

represented by a similarity matrix then the size of the matrix 

is 31*144 because 144 unique URLs are identified from the 

first 200 pre-processed entries of the data set. If the hash 

table representation is used [22] to represent the URL cluster 

of 3rd month then the size of the table is r*c where 

 r = number of days the search engine is accessed in the 3rd 

month and  

c = maximum number of URLs accessed in any day of the 

3rd month.  

 

 
Fig. 6.  Day wise URL cluster 

 

              Month 

1 2 3 4 5 6 7 8 9 10 11 12 

 

 

 

                Day     URL Number 

 

       7, 8, 35, 52, 51, 18, 80, 17,  

                           101, 139, 143 

 1, 2, 25, 47, 54, 77, 97, 122                                                  

                                      

 

        78 

 

        NULL 

         NULL 

 

       
Fig. 7. Hash Table Representation 

 

 A new measurement is introduced here to assign the 

weights for the time period called it as t-measure. The 

algorithm CLUSTTIME gives the cluster of URLs day wise. 

If the URL u1 is accessed in two different day’s t1 and t2 (t1 

occurs earlier than t2) then the t-measure assigned to u1 at t1 

is lesser than the t-measure assigned at t2. 

𝑡 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒(𝑢i) = 𝐶𝑙𝑢𝑠𝑡𝑒𝑟 𝑛𝑢𝑚𝑏𝑒𝑟(𝑢𝑖 ) / ∑ i

𝑛

𝑖=1

 

Where n=number of clusters. For example consider the 

day wise URL cluster in Table V. 

    
TABLE V 

  URLS ACCESSED ON 4 DIFFERENT DAYS 

Date  URLs 
2006-03-01  7,52, 51, 18, 80, 17 

2006-03-14  8,10 

2006-04-02  7,9 

2006-05-01  7 

1 

2 

. 

. 

29 

30 

31 
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The URL 7 occurs in three clusters namely 1, 3 and 4. 

The t-measure of the URL 7 is  

t-measure (URL 7 at cluster 1) = 1 / (1+2+3+4) = 0.1 

t-measure (URL 7 at cluster 3) = 3 / (1+2+3+4) = 0.3 

t-measure (URL 7 at cluster 4) = 4 / (1+2+3+4) = 0.4 

t-measure assigns the weight according to the earlier or 

recent access. t-measure for the URLs at first cluster is 0.1, 

second cluster is 0.2, third cluster is 0.3 and the last cluster 

is 0.4. 

Total (t-measure) = ∑ 𝑡 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒(𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑖)𝑛
𝑖=1  

where n=number of clusters. For example the total t-

measure of the query 7 is  

Total t-measure (7) =  ∑ 𝑡 −4
𝑖=1

𝑚𝑒𝑎𝑠𝑢𝑟𝑒(7 𝑎𝑡 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑖) =  0.8 

sum of the t-measure of the clusters is equal to 1. That is  

Sum (t-measure) = ∑ 𝑡 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒(𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑖)𝑛
𝑖=1 = 1 

where n=number of clusters. Total t-measure for the clusters 

in Table V is 0.1+0.2+0.3+0.4=1. 

V. IDENTIFYING FREQUENT URLS USING 

PREFIX PATTERNS 

The generation of association among all the unique URLs 

and queries are very tedious and ineffective process. Hence 

the frequently accessed URLs are obtained by considering 

the prefix patterns generation procedure. The basic prefix 

span identifies 13 one URL sets and 1 two URL sets that are 

frequently accessed. By using these URLs, totally 115 rules 

are generated. The URLs which satisfy the minimum 

support of 2 are considered as frequent URLs. Algorithm 

PrefixSpanBasic generates the frequent item set.  

Algorithm PrefixSpanBasic 

Input: URL Cluster, support threshold 

Output: Frequently accessed URLs and Association rules  

begin 

Step 1: From URL Cluster, generates the URL patterns 

Step 2: Find the count for each URL pattern  
Step 3: If support (pattern) < threshold then delete the 

pattern otherwise generate the association rule for 

that pattern 

Step 4: if support (rule) >= threshold then 

                   URLs used in the rule are considered as frequent 

URLs. 

end 

Next calculate the hub and authority weight for the unique 

URLs. The URLs which satisfy the minimum authority 1 are 

considered for recommendation. Totally 6 URLs are 

identified and 13 rules are generated.  

Algorithm MHitsPrefixspan 

Input: URL Cluster, support threshold  

Output: Frequently accessed URLs with hub weight 

begin 

Step 1: Identify the frequent URLs and their corresponding 

queries using PrefixSpanBasic Algorithm 

Step 2: Calculate the hub and authority weight for each URL 

using Hits Algorithm [15] 

Step 3: if authority weight (URL) > =1 and support (URL) 

>= threshold then generate the association rule and  

           URLs used in the rule are considered as frequent 

URLs. 

end 

Now t-measure is calculated for the frequently accessed 

URLs along with hub and authority weight generated from 

MHitsPrefixspan. The support, authority weight and t-

measure value for the frequent URLs are given in Table VI. 
 

TABLE VI 

FREQUENT URLS WITH SUPPORT 

PrefixSpanBasic PrefixSpan with Hub 
and Authority  

PrefixSpan  
with t-measure 

Frequent 

URL 

Support Frequent 

URL 

Authority 

weight 

Frequent 

URL 

Time  

Weight 

7 2.0 7 2.0 7 2.001 

51 4.0 51 3.540 51 3.567 

18 5.0 18 4.493 18 4.499 

17 4.0 17 3.567 17 3.572 

21 9.0 21 7.905 21 7.923 

87 3.0 87 2.310 87 2.349 

25 2.0   
22 3.0 

38 2.0 

10 2.0 

41 2.0 

40 2.0 

68 2.0 

18, 17 2.0 

 

The frequently accessed URLs are identified by 

considering the prefix patterns of the URL and it generates 

13 association rules. Table VII shows the rules and their 

confidence value. For example, http://en.wikipedia.org =>> 

http:// www. txlottery. org is an association rule and its 

confidence value is 55%. The user 366 clicked the URL 

http://en.wikipedia.org on 2006-03-01 for the query 

‘intravenous’.  The rule gives the recommendation to the 

user 366 as instead of selecting the URL 

http://en.wikipedia.org he may select the URL http:// 

www.txlottery.org which was selected by the user 309. 

Third rule in Table VII provides the recommendation to the 

users 309 and 366 by using the URLs clicked by 366 and 

309 respectively.  

VI. IDENTIFYING FREQUENT URLS USING 

PREFIX AND SUFFIX PATTERNS 

An approach which is used to identify the frequent items 

which is based on Up Down Directed Acyclic Graph 

(UDDAG) and it is proposed as a fast pattern growth 

algorithm in [4]. UDDAG is a novel data structure, which 

supports bidirectional pattern growth from both ends of 

detected patterns. Prefix Span identifies the pattern in one 

direction. The performance of both the algorithms is 

discussed in section VII. The process of identifying the 

frequent patterns by using the prefix and suffix patterns are 

given in the algorithm MUDDAG. 

Algorithm MUDDAG 

Input: Unique URLs, URL Cluster and support threshold 

Output: Frequent URLs and association rule 

begin 

Step1: Identify the frequent URLs and their corresponding 

queries using UDDAG 

Step 2: Calculate the hub and authority weight for each URL 

using Hits Algorithm [15] 

Step 3: Calculate the time weight for each URL using t-

measure 

end 
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 The URL clusters are scanned and the bidirectional 

patterns for the URLs are generated. For example, Consider 

the URL 7 which is selected by the user 366 and its 

bidirectional pattern is 13 7 10 23 24 36 44.  Here the prefix 

pattern of the URL 7 is 13 and the suffix pattern is 10 23 24 

36 and 44. Association among the prefix and suffix patterns 

of the URL 7 are  

13 7 10 -> 23 7 10   13 7 10 -> 24 7 10    13 7 10 -> 36 7 10 

13 7 10 -> 44 7 10   23 7 10 -> 24 7 10    23 7 10 -> 36 7 10 

23 7 10 -> 44 7 10   24 7 10 -> 36 7 10    24 7 10 -> 44 7 10 

36 7 10 -> 44 7 10 

The rules in Table VIII give the recommendation to the 

user 366 by using the URLs clicked by the users 1038 and 

706 on 2006-03-03.  

VII. EXPERIMENTAL RESULTS 

The algorithms were implemented in JDK .6.0_24. All 

the experiments are performed in Intel Core i3 processor 

2.53 GHz with Windows 7 Home Premium (64-bit) and 4 

GB RAM.  For the evaluation of time dependent query and 

URL recommendations, the experimental data are prepared 

from AOL search engine query log. The log entries from 1-

3-2006 to 31-5-2006 are considered (zola.di.unipi.it 

/smalltext/ datasets. html). The data set contains 1975811 

records and 19131507 words in 174 MB, based on our 

system’s memory and speed the maximum of first 200 pre- 

processed records are considered. Totally 113 distinct 

queries are issued by 8 users i.e., 56.5% queries are unique. 

This analysis shows that 43.5% of the queries are redundant 

and the users’ intents are same at some point. 90% of the 

query keywords contain less than 3 terms and the average 

query length is 2.195. Table IX shows the statistics of our 

experimental data and Fig.8 depicts the analysis of query 

length. 

 

TABLE VII 

RULES WITH CONFIDENCE 

Association Rules 

Confidence %  (Min. Conf=20%) 

Prefix 

Span 
Basic 

PrefixSpan with 

Hub and Authority 

PrefixSpan with t-

measure 

http://en.wikipedia.org =>>http://www.google.com 30.0 27.702 27.825 

http://en.wikipedia.org =>>http://www.gamewinners.com 35.0 32.466 32.484 

http://en.wikipedia.org =>>http://www.txlottery.org 55.0 49.527 49.591 

http://www.google.com =>>http://www.gamewinners.com 22.5 22.690 22.613 

http://www.google.com =>>http://www.pokemon.com 20.0 20.076 20.015 

http://www.google.com =>>http://www.txlottery.org 32.5 32.328 32.210 

http://www.gamewinners.com =>>http://www.txlottery.org 28.0 27.593 27.608 

http://www.pokemon.com =>>http://www.gamewinners.com 22.5 22.594 22.594 

http://www.pokemon.com =>>http://www.txlottery.org 22.5 32.159 32.176 

http://www.monkees.net =>>http://www.google.com  23.33 25.321 25.185 

http://www.monkees.net =>>http://www.gamewinners.com  26.66 29.444 29.155 

http://www.monkees.net =>>http://www.pokemon.com  23.33 25.438 25.209 

http://www.monkees.net =>>http://www.txlottery.org 40.0 44.210 43.728 

 

TABLE VIII 
 RULES FOR THE ITEMS 13, 23, 24, 36 AND 44 WITH 7, 10 AND ITS CONFIDENCE 

Association Rules 

Confidence %  (Min. Conf=10%) 

UDDAG 

Basic 

UDDAG with 

Hub and 
authority 

UDDAG with 

t-measure 

http://archives.tcm.ie http://en.wikipedia.org http://www.goldenpalace.com =>>http://www.bbc.co.uk 

http://en.wikipedia.org http://www.goldenpalace.com 

11.578 12.450 11.579 

http://archives.tcm.ie http://en.wikipedia.org http://www.goldenpalace.com 
=>>http://www.lutonfc.com http://en.wikipedia.org http://www.goldenpalace.com 

10.0 10.871 10.000 

http://archives.tcm.ie http://en.wikipedia.org http://www.goldenpalace.com 
=>>http://www.answers.com http://en.wikipedia.org http://www.goldenpalace.com 

13.157 14.029 13.158 

http://archives.tcm.ie http://en.wikipedia.org http://www.goldenpalace.com =>>http://www.uefa.com 

http://en.wikipedia.org http://www.goldenpalace.com 

10.0 10.871 10.000 

http://www.bbc.co.uk http://en.wikipedia.org http://www.goldenpalace.com 

=>>http://www.lutonfc.com http://en.wikipedia.org http://www.goldenpalace.com 

11.578 12.450 11.579 

http://www.bbc.co.uk http://en.wikipedia.org http://www.goldenpalace.com 

=>>http://www.answers.com http://en.wikipedia.org http://www.goldenpalace.com 

11.363 12.235 11.364 

http://www.bbc.co.uk http://en.wikipedia.org http://www.goldenpalace.com =>>http://www.uefa.com 

http://en.wikipedia.org http://www.goldenpalace.com 

11.578 12.450 11.579 

http://www.lutonfc.com http://en.wikipedia.org http://www.goldenpalace.com 
=>>http://www.answers.com http://en.wikipedia.org http://www.goldenpalace.com 

13.157 14.029 13.158 

http://www.lutonfc.com http://en.wikipedia.org http://www.goldenpalace.com 

=>>http://www.uefa.com http://en.wikipedia.org http://www.goldenpalace.com 

10.0 10.871 10.000 

http://www.answers.com http://en.wikipedia.org http://www.goldenpalace.com 
=>>http://www.uefa.com http://en.wikipedia.org http://www.goldenpalace.com 

13.157 14.029 13.158 
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TABLE IX 

STATISTICS OF THE EXPERIEMNTAL DATA  

Number of Records 200 

Number of distinct Users 8 

Number of unique queries 113 

Number of unique URLs 148 

Number of unique query terms 216 

Average number of queries per 
user 

14.125 

Average number of URLs per user 18.5 

Average number of Query terms 

per user 

27 

Average length of the query 2.195 

  

 
Fig. 8. Analysis of Query Length 

 

Table X depicts number of URLs accessed in the data set 

month wise. For example, in March 2006, 104 URLs are 

accessed in 23 days.  
 

TABLE X 

 MONTH WISE REPORT FOR AOL 
Month Number of 

days accessed 

Number of 

URLs accessed 

2006,  March 23 104 

2006,  April 12 21 

2006,  May 19 50 
   

 The frequently accessed URLs and queries are identified 

by considering the prefix pattern of the URL. For example, 

The URL http://en.wikipedia.org (numbered 7 in URL list) 

was clicked by the user 1038 on 2006-03-03 for the query 

term ‘shane mcfaul’. The same URL was selected by the 

user 366 on 2006-03-01 for the query ‘intravenous’. This 

prefix pattern is considered and the support value of URL 7 

is 2. The URL numbers and their support values are listed 

below; 

7&2.0,  51&4.0,  18&5.0,   17&4.0, 

25&2.0,  10&2.0,     21&9.0,   22&3.0, 

38&2.0,  87&3.0, 41&2.0,   40&2.0, 

68&2.0,  18 17&2.0 

The frequently occurred queries and URLs are generated 

and clustered first (Minimum support is 2). Next the 

combined similarity measure [23] in terms of query and 

clicked URL similarity is calculated for the frequent items in 

the cluster. Fig. 9 shows the confidence of rules generated 

by considering the prefix patterns, prefix patterns with 

authority weight and prefix patterns with t-measure. The 

confidence is increased to 6.05% and 5.36% by consider the 

authority weight and t-measure respectively for the frequent 

items generated by using the algorithm PrefixSpanBasic. 

 

 
                        Fig. 9. Confidence for prefix patterns 

 

Table XI shows the precision and recall values for the 

frequent URLs generated by using PrefixSpanBasic and 

MHitsPrefixspan.  
 

TABLE XI 
 PREFIX PATTERNS - PRECISION AND RECALL  

PrefixSpanBasic PrefixSpan with Authority and t-

measure 

Frequent 

URL 

Precision Recall Frequent 

URL 

Precision Recall 

7 0.143 0.071 7 0.143 0.167 

51 0.039 0.143 51 0.039 0.333 

18 0.167 0.214 18 0.167 0.5 

17 0.235 0.286 17 0.235 0.667 

21 0.333 0.5 21 0.238 0.833 

87 0.115 0.714 87 0.069 1 

25 0.2 0.357  
22 0.364 0.571 

38 0.237 0.643 

10 0.6 0.429 

41 0.268 0.786 

40 0.3 0.857 

68 0.191 0.929 

18, 17 0.402 0.5 

 

Fig. 10 depicts the precision and recall measures for the 

frequent URLs which are generated by using 

PrefixSpanBasic and MHitsPrefixspan. 

 

 
 

Fig.10. Precision and recall – PrefixSpanBasic & PrefixSpan with weight 
 

Next, f-measure is calculated for the frequent items using 

precision and recall values and Fig. 11 displays the f-
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measure value for the frequent URLs 7, 51, 18, 17, 21 and 

87 using the techniques PrefixSpanBasic and PrefixSpan 

with weight. The measurement is high when the authority 

weight or t-measure is included. 

 

 
Fig.11. f-measure of PrefixSpanBasic and PrefixSpanBasic with weight 

 

Frequent queries and URLs generated by considering the 

prefix and suffix pattern provides the following URL 

combinations and their support value for the URL 7.  

13 7 10&19.0  23 7 10&22.0 24 7 10&19.0       

36 7 10&25.0  44 7 10&19.0 

Here the URLs 13, 23, 24, 36, 44, 7, 95, 10, 123, 124, 

125, 145, 146, 147 and 148 are clustered based on  time 

because all were accessed on 2006-03-03. The hub and 

authority weights are calculated using the hits method [10]. 

The t-measure is calculated for this cluster which is 0.002. 

The pattern 13, 7 and 10 occurs 19 times. For the above 

URL combinations, 10 rules are generated. Fig. 12 shows 

the confidence value of the rules generated by considering 

the prefix and suffix patterns, patterns with authority weight 

and with t-measure. The average confidence is increased by 

8.7% when the hub and authority weight is considered for 

the frequent items generated by using basic UDDAG. Fig. 

13 depicts the lift measure for the rules. 

 

 
Fig. 12. Confidence for prefix and suffix patterns 

 

Confidence and Lift measures in Fig. 12 and Fig.13 

shows that the measurement is high when t-measure is 

considered along with the prefix and suffix patterns. Table 

XII shows the precision and recall values for the frequent 

items generated for the URL 7 using the algorithm 

MUDDAG. Fig. 14 depicts the precision and recall 

measures calculated for the frequent URLs retrieved using 

MUDDAG. 

If the user issues the queries ‘shane mcfaul’, ‘intravenous’ 

and ‘on line casino’ then our system recommends the query 

‘liam george’ for the user because there exists a rule 

between the URLs 13 7 10 and 24 7 10. 

 

 
Fig. 13. Lift measure for prefix and suffix patterns 

 

TABLE XII 

 PREFIX AND SUFFIX PATTERNS - PRECISION AND RECALL  

Frequent 
URL 

Precision Recall 

13 0.077 0.143 

7 0.286 0.286 

10 0.3 0.429 

23 0.174 0.571 

24 0.208 0.714 

36 0.167 0.857 

44 0.159 1 

 

 
Fig.14. Precision and Recall – MUDDAG  

 

13   1038   shane mcfaul   2006-03-03 17:52:43     2     http://archives.tcm.ie 

7     36       intravenous      2006-03-01 17:16:19     3     http://en.wikipedia.org 

10   706    on line casino   2006-03-19 14:29:21     1     http://www.goldenpalace.com 

23   1038   shane mcfaul   2006-03-03 17:27:32     11   http://www.bbc.co.uk 

24   1038   liam george     2006-03-03 17:57:51     1     http://www.lutonfc.com 

44 1038    shane mcfaul   2006-03-03 17:30:30     14   http://www.uefa.com 

26   227    harrisburg pa hotels     2006-03-08 23:50:49     2     

http://www.harrisburgpahotels.worldweb.com 

The proposed work provides the query recommendation 

which is either content based or collaborative based. Content 

based approach gives the recommendation based on the 

search histories and navigational behaviour of the user. For 

example, consider the query ‘1999’ given by the user 1038 

on 2006-03-21. Our approach recommends the following 
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queries and URLs to the user 1038 by considering only the 

search behaviour of prefix patterns of the user 1038.  

Recommended Queries: 

1999 hyundai accent, 1999 hyundai accent air bag 

Recommended URLs: 

http://www.internetautoguide.com 

http://www.usedpartslive.com, http://www.2carpros.com 

While the prefix and suffix patterns are considered, the 

following recommendations are given to the user 1038.  

Recommended Queries: 

1999 hyundai accent, 1999 hyundai accent air bag 

1999 hyundai accent cascover door 

Recommended URLs: 

http://www.internetautoguide.com 

http://www.usedpartslive.com, http://www.2carpros.com 

http://www.autobytel.com, http://www.carsearch.com 

Next category of recommendation is Collaborative 

approach which is based on the preferences of other users. 

For example, Consider the user 1038 gives the query ‘map’ 

on 2006-05-06 at 15:32:13. When the prefix patterns are 

considered, the recommendations are given from the queries 

of the users 309, 808 and 647. 

Recommended Queries: 

Maps, map of iraq.com. mapquest com 

Recommended URLs: 

http://www.mapquest.com, http://www.comcast.net 

VIII. CONCLUSION 

The proposed algorithm generates the frequently accessed 

queries and URLs in its first phase by considering the prefix 

and suffix patterns. In the second phase, the authority weight 

and the time dependent weight t-measure are calculated for 

frequently accessed URLs retrieved from the first phase. 

Based on the authority and time weight, the association rules 

are generated. Combined similarity measure is calculated for 

the frequent patterns [23]. In the proposed method, the 

URLs are recommended to the user by using the URLs 

clicked by the experts those who have the same intent of the 

user. Here the queries are also recommended to the user to 

frame the meaningful and relevant future queries. The 

ranking of recommended queries and the ontology based 

concept representation will be concentrated in future. 
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