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Forecasting of Egypt Wheat Imports Using
Multivariate Fuzzy Time Series Model Based on
Fuzzy Clustering
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Abstract— This paper presents Multivariate-Factors fuzzy discourse to forecast the Gold Reserves of Egypt based on
time series model for improving forecasting accuracy. The official data starting from the first quarter of 2002 up to the
proposed model is based on fuzzy clustering and it employs first quarter of 2010. The comparison result, with other
eight main procedures to build the multivariate-factors model. fuzzy time series models as well as the traditional ARIMA

The model is evaluated by studying the Egypt Wheat imports . .
as a forecasting problem. Forecasting Egypt wheat imports M°del, showed that the proposed model provided a higher

depend on three factors: population size, wheat area, and accuracy and an efficient. performance [5]- _LiU et al.

wheat production. This forecasting problem is considered to be presented an approach to improve the derivation of fuzzy
a good benchmark for comparing different forecasting relationships in the fuzzy time series model using rough
techniques since it exhibits highly nonlinearities over a long gets. Their proposed model, not only required no prior
period of time and it provides important economical indicators knowledge or pre-review dataset to generate heuristic rules,

needed for national future planning. Experimental results show b | ffectivel d d . | eff b
that the proposed model provides higher forecasting accuracy ut also, effectively reduced computational effort by

than ARIMA model, Regression model and neural network decreasing the numbers of fuzzy sets of linguistic variables
model. Therefore, the proposed model can lead to satisfactory [6]. Duru presented a study that aimed to improve the fuzzy
high performance for fuzzy time series. logical forecasting model by utilizing multivariate inference.
The model also allows handling the partitioning problem for
Index Terms—ARIMA, Egypt wheat imports, Fuzzy gn exponentially distributed time series by using a
clustering, Multivariate-Factors fuzzy time series. multiplicative clustering approach [7]. Hassan et al.
presented a hybrid fuzzy time series model, based on
Interval Type-2 Fuzzy Inference System (IT2-FIS) and
o ] S ARIMA model. The model improved the forecasting result
HE uncertainties existed in historical data represemjy handiing the measurement and parametric uncertainties
a real challenge for traditional time seriesy ARIMA model by using Fuzzy approach [Hgrioglu et
forecasting models. The main motivation for usingy presented a novel hybrid fuzzy time series approach in

Fuzzy time series forecasting models is their abilities tQnich fuzzy c-means (FCM) method and artificial neural
handle such uncertainties in historical data of real-worlﬁletworks were employed for fuzzification and

forecasting problem. Song and Chissom presented the figgls,;sification, respectively. The model has successfully
concept of fuzzy time series model for forecasting thgeen applied to thevell known enrollment data for the
enrolments of the University of Alabama based on the fuz{yniversity of Alabama [9]. Khiabani et al. proposed
set theory [1]-[2]. Since then, many researchers hay@mpination of the adaptive time-variant model (ATVF)
contributed to developing and improving fuzzy time seriegity, pso algorithm to improve Alabama University
mod-els. . enrollments forecasting, ATVF model automatically adapts
Qiu et al. presented a new method to generalize thes analysis window size of fuzzy time series based on the

conventional models for forecasting process, where the dajagictive accuracy in the training phase and uses heuristic
of the University of Alabama and Shanghai stock index aiges to determine forecasting values [10].

adopted to illustrate the processes [3]. Bahrepour et al.

presented a novel approach for high-order fuzzy time series,, his paper, researchers introduce multivariate-factors
Their model was based on two facets. First was the use Oﬁﬁzy time series forecasting model based on fuzzy
self-organizing map (SOM), as a fast clustering techniqugystering to handle real-world multivariate forecasting
to partition tr_]e universe of discourse _unequaIIy. The_secoﬁ%blems. The proposed model is examined by the problem
facet of their model was the adoption of three differerys forecasting Egypt Wheat imports based on the official

agents; voting, statistical and emotional, for estimating theyia of central Agency for Public Mobilization and
best order of the high-order fuzzy time series model [45atistics (CAPMAS).

Abd-Elaal et al. introduced a fuzzy time series model, which
depended on fuzzy clustering for partitioning the universe of Il. BACKGROUND

|I. INTRODUCTION

A. ARIMA Model
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using the ARMA model is given in (1). in d-dimensional pattern space and c fuzzy clusters, whose
centers have initial valuesgy Yo, ..-,Yco- At €ach iteration

Y ZgYa t Y, ot g Y, #8060+ 04, ++ 6,4 (1) (K), the distanced; between each patterpand each cluster

Where & is the error,%.6, are parameters for ARMA € is computed by:

model. This model can be used when data are stationary. 4(k) :iix. _ y,(k)ii

However, it can't be used in case of non-stationary data, i.e. ! o

Stationary means that there is no growth or decline in the

data. That means that both mean and variance remairFuzzy clustering is carried out through an iterative

constant over time, then the forecasting model will bgptimization of the objective functio , with the update of

ARIMA (autoregressive integrated moving average) mode,

ARIMA(p,d,q) wherep is the order of the autoregressivemembershiptjand the cluster centei$ by:

part,d is the degree of the difference anpds the order of m m

the moving average part [11]. For instance, ARIMA(4,1,2) y =3 xSy u

model has four autoregressive parameters, two moving- =t =

average parameters, computed after the series have a o _ izc [difk/ 2/(/3—1):i
= d“(k)j

)

3
1
difference of order one. The ARIMA model is a widely used Whereu”
time series model that represents the basis of many
fundamental ideas in time-series analysis.

=1

The process terminates when the difference between two
consecutive clusters centers do not exceed a given tolerance
consists of many processing units, called neurons. Each

12

|
neuron has multi-inputs and a single output. The inputs i i
emulate the external signals received by the biologickl: Fuzzy Time Series
neurons. The output represents the neuron responséong and Chissom presented the concept of fuzzy time
according to the accumulated weighted input signals. Tigeries (FTS) for allowing solving forecasting problems of
Weights representing the force of the Synaptic unio@_onsiderably short time series with uncertainties. They
positive weight representing an excitatory effect, anBresented the time-invariant fuzzy time series model and the
negative weight which is an inhibitory effect. If the result ofime-variant fuzzy time series model based on the fuzzy set
the sum of weighted inputs is higher than a certain threshdftgory for forecasting the enrollments of the University of
Vaiue, the neuron is activated providing a positive Vaiu@labama. The fOIIOWing are definitions of basic Concepts of
(normally +1); in the opposite case, the output presents a  the fuzzy time-series [1][5][20]-[24].

zero or a negative value (normally -1). Fig. 1 shows the
Definition 1. Assume Y(t) (t=..0, 1, 2,...) is a subset of

a real numbers. Let Y(t) is the universe of discourse defined
by the fuzzy setift). If F(t) is a collection of {t), fa(t). . .

B. Neural Networks

C
Neural network (NN) is a computational structure izyi(k+l)"yi(k)
inspired by the study of biological neural processing. NN |

(4)

i=1

then F(t) is definedasa FTSon Y(t) t=...,0,1,2,...).
Definition 2. If there is a fuzzy logical relationship R(t — 1,
b oy t), such that F(t) = F(t — 1p R(t — 1, t), where ¢”
Qutput represents a max-min composition operation, then F(t) is

Fah induced by F(t — 1). The fuzzy logical relationship (FLR)

between F(t) and F(t — 1) is denoted by F(t 1) (t).
Definition 3. Suppose F(t - 1) =;And F(t) = Awhere A

and A are two fuzzy sets defined on Y(t). The relationship
Fig. 1. Schematic representation of an artificial neuron between two consecutive observations, F(t) and F(t — 1),
referred to as a FLR, can be denoted hy>AA; , where A

schematic representation of an artificial neuron. [12]. Due ti§ called the Left-Hand Side (LHS) and #& called the
their powerful learning capabilities, neural networks havRight-Hand Side (RHS) of the FLR.

been adopted by many researchers for Soiving seveE&pfinition 4. All fuzzy Iogical relationships (FLRS) in the
forecasting problems [13]-[17]. training dataset can be grouped together into different fuzzy

logical relationship groups according to the same LHS of the
) FLR. For example, if there are two fuzzy logical
C. Fuzzy Clustering o __relationships with the same LHS;(pas: A> A;; and A >
Fuzzy clustering aims at partitioning a data set i@ then, these two FLRs can be grouped into a fuzzy

homogeneous fuzzy clusters [18]. Fuzzy c-means (FCM) |isyical relationship group (FLRG) as;3 Ay Ap.

a method of clustering which allows one piece of data efinition 5. IF F(t) is FTS that is caused by F(t-1), F(t-2),
belong to more than one cluster with different degrees of ;. F(t-n), then F(t) is called ®rorder FTS” with * &

membership values. Fuzzy C-Mean lterative (FCMI) is g qer fuzzy logical relation” represented as: F(t — n),
famous implementation of fuzzy clustering algorithms [19]F(t-2) F(t-1)> F(b).

Assuming a set of m patterns Xg(Xa,..., X») is distributed  pafinition 6. Let R(H) and K(t) be two FTS. If F1(t) is

(Advance online publication: 29 November 2013)
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caused by ((Kt-1), B(t-1)), ((R(t-2), B(t-2)), ....and ((k(t- _ . n (8)
n), K(t-n)), then F(t) is called “two-factord’rorder FTS?  C1&-aeRi )7 (Mey XXy j 2 mey 0% j -+ ey | XX“vi)/rglmg“i
with “n™ order fuzzy logical relationships represented as”
((F(t-1), R(t-1)), ((R(t-2), F(t-2)), .... and ((Kt-n), Where mg; is the membership grade, angXs the
F,o(t-n)) = F(b). actual value.
Step 7. Re-fuzzify of historical data: Linguistics with
lll. METHODOLOGY highly frequency of occurrence is selected for further

partitioning. The interval corresponding to linguistic with
highest frequency of occurrence is re-clustered into k
clusters, where Z k < n-k. The interval corresponding to
the next linguistic term with highest frequency of
occurrence is re-clustered to k-1 clusters, and so on. Thus,
historical data can be fuzzified again using a larger number
((Fa(t-1), Fo(t-1),... Fa(t-1)), of linguistics. The crisp values, which were produced in this
(Fa(t-2), Fo(t-2),... Fr(t-2)), step after re-fuzzification of the historical data, are the
required forecasting value for antecedents and consequent
factors.

. . _ . Step 8. Determine the forecasted values of consequent
This is called Multivariate-factors fuzzy time serieS,ctor: The proposed model uses the fuzzy logical
model (MFFTS), where (&-n), K(tn),...Fu(tn)) are |ojationship between the forecasting values of the

called antecedents factors, and F(t) is called consequeptecedent's factors and the forecasting values of

factor. consequent factor to calculate the forecasting values.

n-1

n > Crisp_vaIuS(Xk (i _r))xCrisp_vaIue(Yi —r)

forecasting(A) =| T r=0 s /
K=

n-1
> Crisp _valug(X, .
2o risp _ value( k,(l—r)) (9)

A. The Proposed Multivariate-Factors Model

If F(t) is caused by (ft-1), F(t-1),...Fq(t-1)), (R(t-2),
Fo(t-2),...Fn(t-2)), ... (R(t-n), B(t-n),...F,(t-n)), then the
FLR is represented by

(Fo(t-n), Fo(t-n), ... Fu(tn))) = F(D ®)

1) The Eight Steps of the Proposed Model

The stepwise computational procedure of the proposed
MFFTS model is explained in the following eight steps:
Where n is the order degree
Step 1. Cluster antecedents and consequent factors data
into ¢; clusters: Clustering (k(t-1), Fx(t-2),...Fq(t-n)), (Fu(t-

2), B(t-2),...Fn(t-2)), ... (R(t-n), B(t-n),...Fy(t-n)) and F(t) IV. EXPERIMENTAL RESULTS
with n observation into;¢(2 < ¢ < n) clusters. To examine the above proposed model, we use the
) ) o ) problem of forecasting “Egypt Wheat imports” as the
At iteration k=0, initialize Yj =yijo, K i =g experimental test problem. Egypt Wheat imports depend on
Yijo = Djmin/ (@ * i) (6) three factors: population size, wheat cultivated area, and

wheat production. If population size increases, then wheat
Where, Dmin is the minimum value of j factor,; @s the imports should be increased too. If wheat production
number of clusters of j factor amds a positive integer . increases or wheat area increases, then wheat imports should
Step 2. Determine membership values for each cluster: be decreased. Thus, there are many relationships among
In this step, the proposed model selected the maximufiese factors that may be positive or negative relationship.
membership grade of each value for each cluster fgi our experimental study, we use the official data provided
antecedents and consequent factors which it belongs to. by the Central Agency for Public Mobilization and Statistics
Step 3. Define the Universe of Discoursén this step, the (CAPMAS), for “Egypt Wheat imports”, population size,
proposed model defines the universe of discousesV wheat cultivated area and Wheat production during the

V=LV i — Vo Viman* Vi @ period starting from year 1986 up to 2008.

The forecasting accuracy is compared by using the

Vimax is the maximum value of j factor, angam V,up are :Normal@zed Root Mean Squared Error” (NRM?E), and the
the positive real numbers to divide ivito g intervals. Normalized Root Mean Squared Eror”  (NMSE)

Step 4. Partition the universe of discourseAccording to performance indices.

this step, the proposed model partitions the universe of

discourse of antecedents and consequents factors jinto ¢ NRMSE, in statistics, is the square root of the sum of the
intervals squared deviations between actual and predicted values

Step 5. Fuzzify the historical data: Proposed model divided by the sum of the square of actual values. The

fuzzifies historical data, by determining the best fuzz){RMSE is often expressed in units of percent. Smaller

cluster to each actual data for antecedents and consequgﬁ{ges indicate a better agreement between measured and
calculated values.

Where, Vmin is the minimum value of j factor,

factors.

Step 6. Calculate the crisp value for each linguistic term:

The crisp value that represents each linguistic term i§pyvse= i(actual - predict)? le(actual)z (10)
calculated by: i1 =

(Advance online publication: 29 November 2013)
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NMSE, in statistics, is the sum of the squared deviatiomiefined to have the following linguistic values; A (very
between actual and predicted values divided by the sum\dry very few), A = (very very few), A = (very few), A =

the squared deviations between actual and mean of the

actual values.

Mesdt e Years |X ¥ Y_Linguist|X1_value [3+]
No. Cluster | 9 Minxi] 47751 1993 |6118 5842 AQ) 55201
N . N 11 e X101 | = 1994 4529 2319 AB) :5344
NMSE=}’ (actual - predict)? / Y (actua| - mearactual)® (11) rores [T %t [ % s s a0 s
= = swe [ aam Meow| e ol s Jan o
o 222 1999 4776 5075 A@) 62564
No. Variables| 4 Minsal] 1206 2000 [3930 4509 AQ) 63860
. . . 2001 |4982 5204 A(5) 65182
A. Testing the Multivariate-Factors Proposed Model N a0 ses1
. . . P r— 2205 -

According to Table I. the universe of discourse of wheat | wer s — | 0BRSS5 e
imports is found to be U=[3011,8173] withydd, =72, and o A vy il
Dy=100, then U is partitioned into 9 intervals. The universe | v 7 T e S s e sl
of discourse of population size found to be | % 100 m— ] B
V,=[47677,57315] with Y4ou=74, and \{ ,=90, then V is , ‘

aye . . ! . ! . Get Gata Excute PMFTSM | Fm‘:castingResult‘ All Models ‘ Exit ‘
partitioned into 9 intervals. The universe of discourse of :

wheat cultivated area is,¥[1174,3129] with M 4owi=32,

and V=65, then V is partitioned into 9 intervals. Finally,
production is
V3=[1832,8425] with \ 4ou=97, and \§ ,=151. Then, Yis

the universe of discourse of wheat

partitioned into 9 intervals, with see Fig. 2.

EGYPT S PRODUCTION IMPORT, A-lr:lﬁil??i/lx OFWHEAT AND POPULATION
FROM 1986UP 2008

Years levggsé Population ~ Wheat Area Pr\(g\(lirsji?iton

(000 tons) (000 people) (000 feddans) (000 tons)
1986 6811 47751 1206 1929
1987 6874 48816 1373 2722
1988 6890 49826 1421 2839
1989 7527 50858 1532 3183
1990 7712 51911 1955 4268
1991 5550 52985 2215 4483
1992 5496 54082 2092 4618
1993 6118 55201 2171 4786
1994 4509 56344 2111 4437
1995 6256 57642 2512 5722
1996 5868 58835 2421 5735
1997 5202 60053 2486 5849
1998 5817 61296 2421 6093
1999 4776 62564 2380 6347
2000 3930 63860 2463 6564
2001 4982 65182 2342 6255
2002 4819 66531 2450 6625
2003 5205 67908 2506 6845
2004 3083 69313 2605 7178
2005 6272 70748 2985 8141
2006 5372 72212 3064 8274
2007 8073 73608 2716 7379
2008 7381 75225 2920 7977

Hence, the intervals of Egypt Wheat imports afeus;

Us; Ug; Us; Us; Ur; Ug, Uy Where:

u;=[3011.00, 3584.56]
W:=[4158.11, 4731.67],
us=[5305.22, 5878.78],
W=[6452.33, 7025.89)],
W=[7599.44, 8173.00]

,a[3584.56, 4158.11],
&[4731.67, 5305.22],
-&[5878.78, 6452.33],
¢5[7025.89, 7599.44],

A linguistic variable named "Wheat imports" (Y) is

d Mode

Fig. 2. Execute multifactors proposed model at Egypt produc
import, and area of wheat and population

(few), As = (moderate), A= (many), A = (many many), A
= (many many many), A= (too many). The proposed
model fuzzifies the historical data by assigning the
corresponding linguistic values as shown in Table VI. Table
Il shows the membership grade of wheat import actual
values, which affect on linguistic values. The proposed
model selects the maximum membership grade for each
cluster. The representing crisp value for each cluster is
calculated as follows:

Crisp_value(pq ¥ 0.7 x(2000/j 0.7= 3930

Crisp_valg(A, ¥ 10X1994)10= 4509

Crisp_valg 4) = (1.0X1987)+ 1.0x(1988)/ 20= 6882

TABLE Il
DATA OF WHEAT IMPORT AND ITS MEMBERSHIP GRADES FROM986UP 2008.

Year Y Al A, Az As As As A, Ag Ag

1986 6811 0 0 0 0 0 0 0 0 0
1987 6874 0 0 0 0 0 0 0 0 1
1988 6890 0 0 0 0 0 0 0 0 1
1989 7527 0 0 0 0 0 0 0 1 0
1990 7712 0 0 0 0 0 0 0 0 0
1991 5550 0 0 0 0 0 0 0 0 0
1992 5496 0 0 0 0 1 0 0 0 0
1993 6118 0 0 0 0 0 0 0 0 0
1994 4509 0 1 0 0 0 0 0 0 0
1995 6256 0 0 0 0 0 0 1 0 0
1996 5868 0 0 0 0 0 1 0 0 0
1997 5202 0 0 0 1 0 0 0 0 0
1998 5817 0 0 0 0 0 1 0 0 0
1999 4776 0 0 0 0 0 0 0 0 0
2000 3930 9 0 0 0 0 0 0 0 0

2001 4982 0 0 0 0 0 0 0 0 0
2002 4819 0 0 1 0 0 0 0 0 0
2003 5205 0 0 0 1 0 0 0 0 0
2004 3083 0 0 0 0 0 0 0 0 0
2005 6272 0 0 0 0 0 0 0 0 0
2006 5372 0 0 0 0 0 0 0 0 0
2007 8073 0 0 0 0 0 0 0 0 0
2008 7381 0 0 0 0 0 0 0 0 0

The intervals of population number arg;Wwi,; Vis; Vi

(Advance online publication: 29 November 2013)
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Vis; Vig Vi7; Vig, Vig Where:

v11=[47677.00, 50747.89]
V1:=[53818.78, 56889.67],
V15=[59960.56, 63031.44],
v17=[66102.33, 69173.22],

V15=[72244.11, 75315.00]

A linguistic variable named "population size" JXis

1»[50747.89, 53818.78],
1% [56889.67, 59960.56],
1% [63031.44, 66102.33],
1¥[69173.22, 72244.11],

to have the following linguistic values which are defined as:
B,1 = (very very very few), B = (very very few), B; =
(very few), B4 = (few), B,s = (moderate), & = (many), B,

= (many many), & = (many many many), 8 = (too
many). The proposed model fuzzifies the historical data by
assigning the corresponding linguistic values as shown in
Table VI. Table IV shows the membership grade of Wheat
area actual values, which affect on linguistic values.

defined to have the following linguistic values which are TABLE IV

defined as: B, = (very very very few), B = (very very
few), B3 = (very few), B, = (few), B;s = (moderate), B =
(many), B; = (many many), & = (many many many), B
= (too many). The proposed model fuzzifies the historicc 1987 1373
data by assigning the corresponding linguistic values i 1988 1421
shown in Table VI. Table 1l shows the membership grad 1989 1532
of population actual values, which affect on linguistic 1990 1955
The proposed model selects the maximu
membership grade for each cluster. The representing cri 1992 2092

values.

value for each cluster calculating as:

Crisp _ valud B, )= (0.9 x(1988)+ 0.9x(1989))/1.8 = 55936
Crisp_value B;, 3 10x(1991) 1.0= 52985

Crisp_value B;; 3 10x(2006f 1.0= 72212

TABLE Il
POPULATION AND ITS MEMBERSHIP GRADES FROM.986UpP 2008.

Year X1 Biu Bz Bz B Bis Bis Bz Big Big
1986 47751 0 0 0 0 0 0 0 0
1987 48816 0 0 0 0 0 0 0 0
1988 49826 0.9 0 0 0 0 0 0 0
1989 50858 0.9 0 0 0 0 0 0 0
1990 51911 0 0 0 0 0 0 0 0
1991 52985 0 1 0 0 0 0 0 0
1992 54082 0 0 0 0 0 0 0 0
1993 55201 0 0 0.8 0 0 0 0 0
1994 56344 0 0 0.8 0 0 0 0 0
1995 57642 0 0 0 0 0 0 0 0
1996 58835 0 0 0 0.9 0 0 0 0
1997 60053 0 0 0 0 0 0 0 0
1998 61296 0 0 0 0 0.9 0 0 0
1999 62564 0 0 0 0 0 0 0 0
2000 63860 0 0 0 0 0 0.9 0 0
2001 65182 0 0 0 0 0 0 0 0
2002 66531 0 0 0 0 0 0 0 0.9
2003 67908 0 0 0 0 0 0 0 0
2004 69313 0 0 0 0 0 0 0.9 0
2005 70748 0 0 0 0 0 0 0 0
2006 72212 0 0 0 0 0 0 0 0
2007 73608 0 0 0 0 0 0 0 0
2008 75225 0 0 0 0 0 0 0 0

O OFPr OO0 0O 00000000 o000 OO0 oo oo

The intervals of Wheat area, arg; Wy, Voz; Vos, Vos, Vo,

Va7, Vag, Vog Where:
V21=[1174.00, 1391.22]

V,5=[1608.44, 1825.67],
V,5=[2042.89, 2260.11],
V,7=[2477.33, 2694.56],

V2=[2911.78, 3129.00]

A linguistic variable named "Wheat area",[Xis defined

#=[1391.22, 1608.44],
A=[1825.67, 2042.89],
A=[2260.11, 2477.33],
A=[2694.56, 2911.78],

DATA OF WHEAT AREA AND ITS MEMBERSHIP GRADES FROM.986UpP 2008.
Year X2 B21 Ba2 Bz Bas Baxs Bz By Bz Bao

1986 1206 O 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 07 O 0 0 0 0 0 0
1991 2215 O 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0
1993 2171 O 0 0 1 0 0 0 0 0
1994 2111 O 0 0 0 0 0 0 0 0
1995 2512 O 0 0 0 0 0 0 0 0
1996 2421 O 0 0 0 0 1 0 0 0
1997 2486 O 0 0 0 0 0 1 0 0
1998 2421 O 0 0 0 0 1 0 0 0
1999 2380 O 0 0 0 0 0 0 0 0
2000 2463 O 0 0 0 0 0 0 0 0
2001 2342 O 0 0 0 1 0 0 0 0
2002 2450 O 0 0 0 0 0 0 0 0
2003 2506 O 0 0 0 0 0 0 0 0
2004 2605 O 0 0 0 0 0 0 1 0
2005 2985 O 0 0 0 0 0 0 0 0
2006 3064 O 0 0 0 0 0 0 0 0
2007 2716 O 0 0 0 0 0 0 0 0
2008 2920 O 0 0 0 0 0 0 0 1

The proposed model selects the maximum membership
grade for each cluster. The representing crisp value for each
cluster calculating as:

Crisp_value(B,y) = (1 .0x(1987) 10 x(1988))/2.0=1397
Crisp_vale B,, ¥ 07x(1990)0.7= 1955

Crisp_vale By, ¥ 10x(2008)1.0= 2920

The intervals of Wheat production arg;Wsy; Vss; Vas; Vas;
V36, Va7, Vag, Vag Where:
v3,=[1832.00, 2564.56] =[2564.56, 3297.11],
v33=[3297.11, 4029.67], =[4029.67, 4762.22],
V35=[4762.22, 5494.78], 9=[5494.78, 6227.33],
V37=[6227.33, 6959.89], :=[6959.89, 7692.44],
Vag=[7692.44, 8425.00]

A linguistic variable named "Wheat production”fXis
defined to have the following linguistic values which are
defined as: B = (very very very few), B = (very very
few), Bss = (very few), B, = (few), Bss = (moderate), B =
(many), B, = (many many), & = (many many many), 8
= (too many).

The proposed model fuzzifies the historical data by

(Advance online publication: 29 November 2013)
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assigning the corresponding linguistic values as shown gnade for each cluster. The representing crisp value for each
Table VI. Table V shows the membership grade of Whealuster calculating is:

production actual values, which affect on linguistic values. _
Crisp_value(Bg;) = (I .0X(1987)+ 10 x(1988))/ 2.0= 6882

TABLE V Crisp_value(Bg, ¥ LOX(1990j 10= 7712
DATA WHEAT PRODUCTION AND MEMBERSHIP GRADES FROK986UP 2008.

Year X3 Bas B3z Bszs Bas Bss Bz Bsr Bsg  Bao

1986 1929 0 0 0 0 0 0 0 0 0 Crisp_value(B39 ¥ ].OX(2008} 1.0= 7381

1987 2722 1 0 O O O O O O O

loss 28%9 1 0 O O O 0 0 0 O The proposed model selects linguistics with highly
1989 3188 0 0 O O 0O O 0 0 0 frequency of occurrence then partitions its interval into k
1990 4268 0 1 0 0O 0O 0 0 0 0 gyp-partitions. For consequent factor “wheat imports”, the
1991 4483 0 0 1 0 0 0 0 0 O proposed model divides,£{4731.67, 5305.22] into three
1992 4618 0 O O O 0 0O 0 0 O partitions and &[5305.22, 5878.78] into two partitions.
1993 4786 0 O O 0 0 0 0 0 O When proposed model divided then linguistic A will be

1994 4437 0 0 O O 0 0 O O 0 converted to be linguistic Aand linguistic A to be
1995 5722 0 0 O 1 0O O O O O [Jinguistic Ajgand so on.

1996 5735 0 O O O 06 0 O O O

1997 5849 0 O O O O O 0 o0 O For antecedent's factors: population linguistic remains the
1998 6093 0 O O O O O 0 0 O same, but for “Wheat area”, the proposed model divides
1999 6347 0 0 O O 0 0 0 0 0 vy,=[2260.11, 2477.33] into three partitions and
2000 6564 0 O O O O 0 0O 1 0 v,=[2042.89, 2260.11] into two partitions. When proposed
2001 6255 0 0O O O O 0 09 0 0 modeldivided ys then linguistic Bs will be converted to be
2002 6625 O 0 0 0 0 0 0 0 0 linguistic B,; and linguistic B; to be linguistic B;q and so
2003 6845 0O O O O O 0 0 0 0 on,andfor Wheat production, the proposed model divides
2004 7178 0 O O O O 08 0 0 0 V3/=[6227.33,6959.89] into three partitions and
2005 8141 0 0 O O O 0 0 0 0 V3~=[5494.78, 6227.33] into two partitions. When proposed
2006 8274 O 0 0 0 0 0 0 0 0 model divided ys then linguistic B; will be converted to be
2007 7379 O 0 0 0 0 0 0 0 0 linguistic Bsg and linguistic Bg to be linguistic B;; and so
2008 7977 0 0O O O O O 0 0 1 on By using the fuzzy logical relationship between the

forecasting values of the antecedents factors and the
forecasting values for consequents factors:

TABLE VI
WHEAT IMPORTS POPULATION, WHEAT AREA, WHEAT PRODUCTION AND 2
LINGUISTIC VALUES FROM1986uUP 2008. . 3 gocnsp_valuc(xkﬂ_r))xcnsp_valueYi_r)
Year Y A X, By Xo By Xs Bs Precasting) = > 1r = 7 3
1986 6811 A 47751 B; 1206 B, 1929 By T Crisp_valudX, ;) (12)
1987 6874 A 48816 B, 1373 By 2722 B,
1988 6890 A 49826 B, 1421 B, 2839 By The forecasting value for year 1998 is found to be 5554
1989 7527 A 50858 B, 1532 B, 3183 R, while the actual value was 5817 and the forecasting value
1990 7712 A 51911 B, 1955 B. 4268 B for year 2003 is found to be 5204 while the actual value was
1991 5550 A 52985 B, 2215 Bs 4483 B. 5205. Table VI shows linguistic terms and forecasting
1992 5496 A 54082 B 2092 Bs 4618 B. values deduced by proposed model.
1993 6118 A 55201 B; 2171 Bs 4786 Bs
1994 4509 A 56344 B; 2111 Bs 4437 By
1995 6256 A 57642 B, 2512 B; 5722 B B. Testing Regression Model
1996 5868 A 58835 B, 2421 B 5735 By The regression equation is:
1997 5202 A 60053 B, 2486 B7 5849 Be Imprts = -2542 + 0.212 Population + 2.84Area -1.96Production (13)
1998 5817 A 61296 Bs 2421 Bs 6093 Bg
1999 4776 A 62564 Bs 2380 Bs 6347 By TABLE VI
2000 3930 A 63860 B, 2463 B 6564 By ANALYSES OF VARIANCE
2001 4982 A 65182 B, 2342 Bs 6255 By goegriision 2F 69351?383 23'\1/'08628 1F.60 o?zzs
2002 4819 A 66531 B; 2450 Bs 6625 By Residual Eror 19 27493563 1447030
2003 5205 A 67908 B, 2506 B; 6845 By Total 22 34425445
2004 3083 A 69313 Bs 2605 B; 7178 Bs
2005 6272 A 70748 Bs 2985 By 8141 By From Table VI, it is found that: the F value is greater
2006 5372 A 72212 Bs 3064 B 8274 By than the P value, so this model is accepted.
2007 8073 A 73608 By 2716 Bs 7379 Bs
2008 7381 A 75225 By 2920 Bo 7977 Be The R-squared and adjusted R-squared values are

estimates of the 'goodness of fit' of the line. They represent
the variation percentage of the data explained by the fitted
The proposed model selects the maximum membershipe; the closer the points to the line, the better the fit.
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Adjusted R-squared is not sensitive to the number of points

within the data. R-squared is derived from:
Rsquared 100 SSRSST

Adjusted R-squared squared tends to optimistically
estimate how well the models fits the real data, is derived

from:

adjustedR squared 100* (1-MSE/MST)

R-Sqg = 20.1%, indicate that this model is not good to fit
the data. The R-S(adj)= 7.5%, indicate that this model can’tf | |
represent the four factors due to their logical relationships = X 4 8 B 8 B B b B &
that are sometimes positive and other times negative.

C. Testing ARIMA Model

PACF of Residuals for series
(with 5% significance limits for the partial autocorrelations)

1.0
0.8
0.67
0.4
02 — e e
0.04+—1 1 L T L,

;2] —-—-— - — - ———— e — e =
-0.4
-0.6-
-0.84

Partial Autocorrelation

Lag

Fig. 4. PACF for errors.

The time series has four seasons (Import, population,

Area, Production)

by year. The best
ARIMA(0,0,0)(2,1,2), which has the following form:

model

ACF of Residuals for series
(with 5% significance limits for the autocorrelations)
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Autocorrelation

-0.4-
0.6
-0.84
-1.0q
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T T T T T T T T T
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Lag

Fig. 3. PACF for errors.

Y% = 0.6181Y 1 x 0.3832 Y. x &, -1.068&_, x -0.1907¢,,

Where Y = Y, -Y.,, Y, =log(Z) and Zis the data series.

iD. Testing Neural Network Model

The proposed feed forward neural network, which we call
PROPOSEDFF, is designed using the MATLAB neural
network toolbox. The PROPOSEDFF creates a feed-forward
back-propagation network. It requires three inputs:
population, Wheat area, and Wheat production and returns
one output: Wheat import. See Fig. 5.

Network = PROPOSEDFF ([01],[10531], {'tansig'logsig'
tansig'purelin'}, trainrp',learngd; mse;nn)

The first argument is a matriX0[1] of minimum and
maximum values for the input vector. The second argument
is an array 10 5 3 ] containing the sizes of each layer. The
third argument is a cell arraytfinsig’ ‘logsig’ ‘tansig’
‘purelin’} containing the names of the transfer functions to
be used in each layer. The fourth argument contains
‘trainrp’ the name of the training function to be used. The
fifth argument learngd is back-propagation weight/bias
learning function. The sixth argumentmsé is the
performance functions. And the final inpuin* the number

From Fig. 3 and Fig. 4 note that: the error plots of ACbf inputs.
and PACF, it is clear that there are no lags out of ranges. So
the model is the best time series model for representing the

data.

Input Layer 1

Layer 2

Layer 3 Layer 4

a;=tansig (Wi P+ by

ay=logsig (W a; + by

3= ransig (Wsaz+ by)

aq=purelin (Wias+ by

Fig. 5. PROPOSEDFF model network
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