
Estimating the User’s State before Exchanging
Utterances Using Intermediate Acoustic Features

for Spoken Dialog Systems
Yuya Chiba, Takashi Nose, Masashi Ito, and Akinori Ito, Member, IAENG

Abstract—The spoken dialog system (SDS) is an example of
a speech interface and has been included in several devices
to help users operate the system. The SDS is beneficial for
the user because it does not restrict the style of the user’s
input utterances, but sometimes makes it difficult to speak to
the system. Conventional systems cannot give appropriate help
to a user who does not make explicit input utterances since
these systems have to recognize and parse a user’s utterance in
order to decide the next prompt. Therefore, the system should
estimate the state of the user upon encountering a problem in
order to start the dialog and provide appropriate help before
the user abandons the dialog. Based on this assumption, we aim
to construct a system which responds to a user who does not
speak to the system. In this research, we defined two basic states
of the user when the user does not speak to the system: the
user is embarrassed by the prompt, or is thinking about how
to answer the prompt. We discriminated these user states by
using intermediate acoustic features and the facial orientation
of the user. Our previous approach used several intermediate
acoustic features determined manually, and it was not possible
to discriminate the user’s state automatically. Therefore, the
present paper examines a method to extract intermediate acous-
tic features from low-level features, such as MFCC, logF0, and
zero cross counting (ZCC). We introduce a new annotation rule,
and compare the discrimination performance with the previous
feature set. Finally, the user’s state was discriminated by using
the combination of intermediate acoustic features and facial
orientation.

Index Terms—spoken dialog system, user’s state, multi-modal
information.

I. INTRODUCTION

A spoken dialog system is a natural interface since speech
commands are less subject to the physical constraints

imposed by devices. On the other hand, a user must first
know how to speak to control the system before using it,
even though the system allows the user to speak anything.
This requirement deters novice users or users who lack the
motivation to converse with the system, and sometimes these
users abandon the dialog with the system. To help a user who
cannot start a dialog, the system must estimate the user’s state
before he/she gives up. Therefore, this paper focuses on the
user’s state after projecting the prompt and before the user
makes an utterance. Here, we assumed the following three
basic internal states when the user cannot make an input
utterance:
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SE : The state where the user does not know what to
input and the user is embarrassed by the prompt.

SC : The state where the user is considering how to
answer the system’s prompt.

SN : The state where the user converses with the system
smoothly.

Figure 1 shows an example of each state. The system can
adapt to the user’s problem by distinguishing the user’s
internal state. For example, the system can display a detailed
message for the SE user before he abandons the dialog, and
can minimize the display of messages which irritate the SC

user.
Conventional systems take various approaches to help

users who cannot start or maintain a dialog adequately, for
example, “incremental prompt” which repeats the prompt
at fixed intervals [1] or a mixed-initiative dialog system
(i.e., [2], [3]). The incremental prompt is adopted by many
dialog-based systems, but a help message could become
troublesome for someone who uses the system regularly since
the system responds to users uniformly. By contrast, mixed-
initiative dialog systems can project the prompt adapted to
the user by acquiring the user’s information from the dialog
history. However, these systems implicitly target users who
can maintain a dialog with the system by themselves because
the system has to exchange a few words. On the other hand,
several researchers have studied how to address users who do
not speak to the system. For instance, Satake et al. studied
how to find an interaction target and how to approach the
person in human-robot dialog [4], Hudson et al. examined
a method to predict the willingness to be interrupted of a
user in a working environment [5], and Michalowski et al.
constructed a social robot that changes its behavior according
to the degree of engagement of the interaction, which is
estimated by the spatial location and attention of the user
[6]. However, few studies have investigated the user’s state
as examined in this paper. In such case, if the user cannot
make any input utterance, the system must identify the user’s
state from non-verbal information.

In our previous study [7], we also tried to estimate the
state of the user by using the user’s facial orientation and
the length of acoustic events, such as filler, silence, and
filled pause. In this approach, we obtained the harmonic
mean between accuracy of SE and Sc as 55.7%, but it was
impossible to discriminate the user’s state automatically since
the length of the filler and silence were labeled manually.
Therefore, this paper examines a method to estimate the
intermediate features of the acoustic information by using
low-level acoustic features, such as MFCC, logF0, and zero
cross counting (ZCC) for automatic discrimination of the
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Fig. 1. User’s state of stagnating dialog

user’s state. Finally, we combine the acoustic features with
the facial orientation and conduct a multi-modal discrimi-
nation to compare the performance with the result of the
previous report.

II. RELATED WORKS

Many researches have studied the user’s internal state,
such as the emotion [8], [9], [10], frustration [11], prefer-
ence [12], paralinguistic information of the user’s utterance
[13], and familiarity with the task [14], [15]. In particular,
“uncertainty” is related to our target internal state of the
user. Forbes-Reley and Litman [8] and Pon-Barry et al. [16]
investigated the user’s uncertainty, and Forbes-Reley and
Litman introduced a framework for estimating the user’s
uncertainty in a tutor system, and reported that projecting the
prompt corresponding to the user’s uncertainty enhances the
learning effect [17]. These studies focused on the user’s state
after beginning the dialog (i.e. after the user’s response to
the system’s first utterance), and indicated that the linguistic
information of the utterance is efficient for estimating the
user’s state.

Another phenomenon of the dialog actively studied is turn-
taking [18]. How to hold and yield the floor is important
for the speech interface, such as IVR, to converse with the
user naturally [19], [20]. Morency et al. studied a method
to predict the listener’s back-channels from human-human
conversation [21], Chen and Harper investigated the shifting
of floor control [22], and Kopp et al. proposed a model
for generating feedback [23]. The linguistic, prosodic, and
visual information determine the timing of the turn switches,
backchannels and interruptions. Jurafsky et al. examined the
Switchboard Corpus, and indicated that lexical knowledge
plays a role in distinguishing backchannel acts, such as
continuers, assessments, or incipient speakership [24]. They
also showed that the identification of some backchannel acts
is affected by the prosodic cues. Koiso et al. showed the
syntactic and prosodic features are related to turn-taking
and backchannels by analyzing the dialog between Japanese
[25]. Compared with these related works, we cannot exploit
linguistic cues of the utterance because we need to determine
the user’s state before his/her utterance. Another difference
between our work and the other works is that the goal of
study is not to decide the timing of presenting the system’s
response but to estimate the user’s state.

The estimations of the states SE and SC were related
to “Feeling of Another’s Knowing (FOAK)” [26] in the

Soundproof chamber

UserOperator

A/D Convertor
pin mic.

Monitor Speaker

PC
Monitor

CCD camera

Fig. 2. Experimental set-up

dialog between humans. Brennan and Williams investigated
how people reliably determine other people’s “Feeling of
Knowing (FOK),” which is the partner’s feeling that he would
recognize the correct answer to the question. They concluded
that the rate of FOAK is affected by the interlocutor’s latency
to respond to the question, the presence of filler, and surface
expression of the utterance from the analysis of question-
answering dialog between humans. In addition, Swerts and
Krahmer studied multi-modal dialog data, and listed gaze
acts, eyebrow movements, and facial expression as visual
cues [27]. The state SE corresponds to the state where the
user’s FOK is low, and other states correspond to the state
where the user’s FOK is relatively high. Therefore, this non-
verbal information seems to be efficient for estimating the
target user’s state.

III. DIALOG DATA COLLECTION AND RATING

A. Recording dialog between the system and the user

Firstly, we collected the dialog data because the amount
of data was small in previous study [7]. The experimental
data were collected on the Wizard-of-Oz basis [28]. In the
WOZ method, as much natural dialog data as possible is
collected by having the user converse with a simulated dialog
system. Figure 2 shows the experimental circumstance. The
experiments were conducted in a soundproof chamber. To
record the speech and video of the user’s frontal face, a CCD
camera was installed above a display screen in front of the
user, and the user wore a lapel microphone. Additionally, an
agent with a simple cartoon-like face was projected on the
display to keep the user’s attention. The agent was controlled
by an experimenter outside of the chamber according to the
user’s utterance. The audio signals were recorded in PCM
format at 16 kHz sampling and 16-bit quantization. The
recorded video clips were stored as AVI files with 24-bit
color depth, 30 frames/s. We implemented a question-and-
answer task in which the system posed questions and the
user answered them. The questions were about common
knowledge or numbers memorized in advance, such as,
“Please input today’s date.” and “Please input your ID.”
Sixteen users (14 males and 2 females) participated in the
dialog collection. If no speech occurred because the user was
thinking of what to input or was embarrassed by the prompt,
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TABLE I
EVALUATION RESULTS OF USER’S STATE

SE SC SN Total
59 (7.5%) 195 (24.6%) 538 (67.9%) 792

0 2 4 6 8 10 12 140
10
20
30
40
50

SE

0 2 4 6 8 10 12 140
10
20
30
40
50

Fr
eq

ue
nc

y

SC

0 2 4 6 8 10 12 14
Switching pause [s]

0
20
40
60
80

100
120
140 SN

Fig. 3. Distribution of switching pause

the system repeated the same question every 15 seconds. In
addition, the users were permitted to utter “I don’t know,”
but to the minimum extent possible.

The recorded clips were divided into sessions, where one
session included one interchange of the system’s prompt and
the user’s response.

B. Annotation of user’s state

After collecting the dialog data, we prepared video clips
for labeling the sessions, which contained only the non-
verbal behavior of the user. To do this, we first masked
the system’s prompt by a tone signal (the evaluator could
observe only the user’s face), and truncated the last part of
the clips that contained the user’s input utterance. In previous
experiments [7], sessions which had a short switching pause
tended to be classified as SN ; therefore, we used only the
session whose switching pause was longer than 5 seconds for
annotation, and the other sessions were annotated as SN . We
employed five evaluators to annotate each video clip as state
SE , SC or SN , and took the majority vote of the evaluators’
decisions to determine the state of the user of a session. The
evaluation results are shown in Table I. Fleiss’ κ among the
evaluators was 0.22 (fair agreement), where sessions with a
tie vote were excluded.

C. Distribution of switching pause

Figure 3 shows the distribution of the switching pause of
SE , SC , and SN , where the switching pause is defined as
the length of the segment between the end of the system’s
prompt and the beginning of the user’s input utterance. As
Figure 3 shows, the sessions of SN and the others are clearly
separated by the length of the switching pause. In fact, a
Naive Bayes classifier using switching pause as the feature
discriminated the session of SN and the others with an
accuracy of over 99.0%. On the other hand, it is difficult
to classify the sessions of SE and SC because they have
almost the same distribution of switching pause.

Audio signal Low-level feature

Image Facial direction

Manual processing

Automatic processing

Intermediate 
feature

Combined feature

sequence

Fig. 4. Feature extraction of the previous experiment

IV. DISCRIMINATION OF USER’S STATE USING
INTERMEDIATE ACOUSTIC FEATURES

Next, we conduct discrimination using features with fixed
dimensions to select the most appropriate acoustic feature
set. In the previous paper, we discriminated the user’s state
by using audio-visual features. Although the visual features
and part of the acoustic features were obtained automatically,
several acoustic features had to be determined manually;
therefore, automatic discrimination of the user’s state was not
possible. Figure 4 shows the flow of the feature determination
of the previous paper. To discriminate the user’s state, we
used the symbols of acoustic events labeled frame-by-frame,
which we called “intermediate acoustic features.” Figure
5 shows an example of the sequence of the user’s states
and intermediate acoustic features. The upper row of the
figure denotes the user’s state and the middle row shows
the intermediate acoustic features.

The feature set of the previous report [7] is denoted as S1
(manual). In this study, we prepared a novel inventory of the
intermediate features to simplify the estimation because the
previous selection was controversial. The manually annotated
intermediate features belonging to the novel inventory were
denoted as S2 (manual) and intermediate features estimated
by the neural network were denoted as S2 (NN).

A. Kinds of intermediate acoustic features

First, we summarized the set of intermediate features in
Table II. S1 includes the length of the following four acoustic
events.

Length of user’s filler (AF):
This feature represents the duration of the filler
segment of the user.

Length of silence segment (ASI):
This feature represents the length of the unvoiced
segment.

Length of filled pause (AFP):
This feature represents the duration of the filled
pause.

Length of switching pause (ASP):
This feature represents the length of switching
pause between the system’s utterance and the user’s
input utterance.

From the unpaired t-test, a significant difference (p ≤ 0.05)
was observed at AF and ASI between SE and SC , and thus
we selected them as S1. In addition, we employed a filled
pause as a feature in S1. In the filled pause segment, the
vowels tend to be lengthened, and such pauses are frequently
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Fig. 5. Example of the user’s state and intermediate acoustic features

TABLE II
INVENTORY OF INTERMEDIATE FEATURES

Feature set
Symbol Description Conventional (S1) Proposed (S2)
AS system’s utterance ✓
AI user’s utterance ✓
AF user’s filler ✓ ✓
AB user’s breath ✓
ASE user’s self speech ✓
AW user’s whisper speech ✓
ASI unvoiced segment ✓ ✓
AFP user’s filled pause ✓ ∗
ASP switching pause ✓ ∗
AR user’s repair utterance ∗
AO other speech events of S1 (i.e., ASE + AW) ∗

∗ denotes that the set includes the feature indirectly. S2 contains information of switching pauses because the sum of the intermediate features excluding
AS and AI equals ASP. Similarly, S2 includes AR as AI, and AO as ASE or AW.

observed in utterances when the user is thinking (which
corresponds to SC). Goto et al. proposed a method to detect
filled pauses and described that the filled pause serves to
maintain the speaker’s turn and to express the mental state
while thinking of the next utterance [29]. In contrast, we
used ASP for discriminating SN from the other states (i.e.
SE and SC).

Because the set S1 involves both manually-annotated
and automatically-annotated features, we prepared a new
annotation criterion, S2, to simplify the estimation of the
intermediate features. First of all, the user’s filled pause
was integrated with AF because filled pauses and fillers
have similar physical characteristics. In addition, the user’s
repair speech (AR) was combined with the input utterance
(AI) because this event tends to occur just before the input
utterance. On the other hand, other speech events (AO)
were separated into whisper speech (AW) and self speech
(ASE) for analysis because the occurrence of the user’s
whisper speech or self speech seemed to affect the evaluator’s
decision from the evaluator’s self reports. The details of each
feature are described below.

Length of system’s utterance (AS):
This feature represents the duration of the system’s
utterance.

Length of user’s input utterance (AI):
This feature represents the duration of the user’s
input utterance.

Length of user’s filler (AF):
This feature represents the duration of the filler
segment of the user.

Length of user’s breath (AB):
This feature represents the duration of the breath
segment of the user.

Length of user’s self speech (ASE):
This feature represents the duration of the user’s
speeches other than input utterances.

Length of user’s whisper speech (AW):
This feature represents the duration of the user’s
whisper speech.

Length of silence segment (ASI):
This feature represents the length of the unvoiced
segment.

Because the sum of the intermediate features other than AS
and AI equals ASP, S2 indirectly contains information of
switching pauses.

B. Estimation of intermediate acoustic features

Neural networks were used for estimating the intermediate
features. The low-level acoustic features were extracted from
the audio signal and used as the input of the neural network.
The outputs of the neural network are scores of the acoustic
events. Estimation of the intermediate acoustic features was
conducted frame-by-frame, then the estimation results were
accumulated to represent the length of each event. This
section summarizes the estimation process.

1) Low-level acoustic features: To represent the spectral
characteristics of the speech, MFCC was employed as the
low-level acoustic feature. We used a 39-dimension MFCC
including the velocity and acceleration coefficient of the
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TABLE III
CONDITIONS OF LOW-LEVEL ACOUSTIC FEATURE EXTRACTION

MFCC logF0 ZCC
Window length 25.0 ms 17.0 ms 10.0 ms
Frame shift 10.0 ms 10.0 ms 10.0 ms
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Fig. 6. Estimation results of acoustic events

lower 12th-order coefficients and log power. In addition, a
differential component of log F0 was used to represent the
prosodic feature of the speech, and zero cross count (ZCC)
was used to distinguish voiced and unvoiced segments.
Therefore, the total number of dimensions of the audio
features was 41. The basic conditions for extracting each
feature are shown in Table III. Here, five frames (the current
frame, the two previous frames and the two following frames)
were used to calculate the ∆ and ∆∆ components of MFCC,
and the ∆ component of log F0.

2) Training of the classifier: In the training stage, three-
layered neural networks having input, hidden and output
layers including the bias unit were trained. We employed
a softmax activation function at the output layer in order to
obtain the outputs as the probability of the acoustic events.
The activation function of the hidden layer was a logistic
sigmoid function. The number of units of hidden layers nh

and the number of training epochs ne were comprehensively
changed to identify the optimum parameters. nh was changed
from 10 to 100 and ne was changed from 1 to 100. The
experiment was conducted based on 5-fold cross-validation.

Table IV shows the total number of frames of each
intermediate acoustic feature. As shown in the table, the
frequency of acoustic events was not balanced, and ASI, AS,
and AI accounted for the majority.

3) Estimation results: The frame-by-frame estimation re-
sult was chosen from the equation:

ĉt = arg max
c

ptc (1)

where ptc is the score of the intermediate acoustic feature
c and ĉt is the intermediate feature estimated at time t. The
result of the estimation is shown in Figure 6. The most
accurate estimation result was obtained when nh = 90 and
ne = 3, and then the average estimation ratio was 62.95%.

As the results show, AS and ASI obtained a high esti-
mation accuracy. Since these intermediate features have a

S1 (manual) S2 (manual) S2 (NN)45

50

55

60

65

70

Di
sc
rim

in
at
io
n 
re
su

lt 
(H

a
rm

.) 
[%

]

Fig. 7. Discrimination results using audio features

distinct characteristic, the classification was considered to be
easy. On the contrary, ASE and AW are difficult to discrim-
inate: ASE tended to be classified as AI or AF, and AW
tended to be taken as several other acoustic events. One of
the reasons for the low classification ratio is that the low-level
features did not capture the characteristics of these acoustic
events due to the shortage of training data. It is considered
that ASE has the same characteristics as some voiced classes
(AI or AF), and that AW has the same characteristics as
breathy voice. Also, there were insufficient data for AF and
AB, but these classes maintained a reasonable discrimination
ratio (around 60.0 %), which is why the characteristics of
these features have little variation.

In addition, the method that evaluates the audio signal
frame-by-frame cannot adequately capture the temporal vari-
ation of the audio signal because the low-level features tend
to be unstable at points where the intermediate acoustic
features change, so the performance of the estimation de-
clined at the start and end of the events. Therefore, it is
necessary to examine other estimation methods to improve
the performance (e.g. GMM or HMM).

4) Length of the intermediate features: Finally, we con-
structed a feature vector for discriminating the user’s states
by using the estimation results. This was achieved by ac-
cumulating the estimated intermediate acoustic features of
each frame session by session. The accumulated intermediate
acoustic features correspond to the duration of each acoustic
event. The intermediate acoustic feature estimated by the
neural network was represented as a 7-dimensional vector
and denoted as S2 (NN).

C. Experimental conditions for discriminating the user’s
state

The user’s state was discriminated by the Support Vector
Machine (SVM) with RBF kernel. The hyperparameters of
the classifier were decided by grid-searching. As mentioned
in the previous section, the session of SN and the other states
were clearly distinguished by the duration of the session,
therefore we used only the sessions of SE and SC for the
following experiments. Hence, each experiment was a two-
class discrimination task. Here, the total accuracy tends to
increase as the determined class tends toward SC because
the amount of data is not uniformly distributed (see Table I);
therefore, the harmonic mean (denoted as H) was employed
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TABLE IV
FREQUENCY OF ACOUSTIC EVENTS

AS AI AF AB ASE ASI AW Total
169645 70958 9887 4427 8612 317756 5664 586949

(28.90%) (12.09%) (1.68%) (0.75%) (1.47%) (54.14%) (0.96%)

for measuring the performance, and was calculated by the
equation:

H =
2CECC

CE + CC
(%) (2)

where, CE and CC represent the discrimination correctness
of states SE and SC calculated by equations (3) and (4):

CE =
N ′

E

NE
× 100.0 (%) (3)

CC =
N ′

C

NC
× 100.0 (%) (4)

NE and NC respectively denote the number of sessions of
SE and SC , and N ′

E and N ′
C are the number of sessions

discriminated correctly by the classifier. The experiments
were conducted by 5-fold cross-validation using same split
to the intermediate feature estimation. In addition, all of
the feature vectors used in the following section were L2-
normalized.

D. Results of discriminating the user’s state by using acous-
tic feature

Figure 7 shows the discrimination results when using the
acoustic features mentioned above. As shown, the result of
S2 (manual) was higher than that of S1 (manual). Therefore,
the feature set prepared in this paper is more efficient than
the previous feature set for discriminating the user’s state,
and suggests the appropriateness of the novel inventory of
the feature set. On the other hand, S2 (NN), which is
obtained by the estimation, does not surpass the ideal feature
set S2 (manual). The decrease in performance seems to
be due to the noise produced by the estimation error of
the intermediate features, indicating that the accuracy of
estimating the intermediate features is important to improve
the definitive results of discriminating of the user’s state.

V. USER’S STATE DISCRIMINATION USING AUDIO-VISUAL
FEATURES

In our previous work [7], we used visual features in addi-
tion to acoustic features. Therefore, we tried to discriminate
the user’s state by using audio-visual features. We employed
the facial orientation as the visual feature, the same as in the
previous work. The facial orientation was calculated from
the relative positions of the eyes, nose and face of the user,
and was represented by 3-directional angles (i.e. yaw, roll
and pitch).

A. Detection of main facial components

The facial components used to calculate head movement
were detected as follows. First, the feature points of the
face were extracted by the Constraint Local Model (CLM)
[30]. In this method, a model of the feature points is fitted
after detecting the facial region from the whole image in
the frame. Figure 8 shows a model of the feature points and

Fig. 8. Model of facial feature
points

Fig. 9. Result of feature extrac-
tion

Fig. 10. Calculation of face orientation feature

Figure 9 is an example of the result of fitting. Then, the main
facial components of the user such as the left eye, right eye
and nose were detected based on the results of feature point
extraction. Although more complicated facial movements of
the user can be captured from the facial feature points, we
used only the facial angles, the same as in our previous work,
to verify the performance of the acoustic feature set prepared
in this study. We will examine the selection of facial features
in a future study.

B. Calculation of facial orientation

Three-dimensional facial orientation was calculated based
on the locations of the eyes, nose and face. We approximated
the shape of the human head as a sphere and used a sine value
instead of the angle (Figure 10).

yaw ≡ 2x

r
=

2(Ax −Bx)

r
(5)

roll ≡ b

a
=

By −Ay√
(Bx −Ax)2 + (By −Ay)2

(6)

pitch ≡ 2y

r
=

2(Ay −By)

r
(7)

where, r is the diameter of the head, estimated as the width
of the face region. The points A = (Ax, Ay) and B =
(Bx, By) are feature points in a frame, as shown in Table V.
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TABLE V
FEATURE POINTS OF THE FACE

A B
Yaw Center of the nose region Center of the face region
Roll Center of the left eye Center of the right eye
Pitch Center of the eyes and the nose Center of the face region

3 4 5 6 7 8 9 10
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Fig. 11. Discrimination results using facial orientation

We calculate yaw, roll and pitch frame-by-frame, and denote
these values at frame t as yaw(t), roll(t) and pitch(t).

The length of facial orientation of each session depends
on the duration of the session, but the feature vectors should
have a fixed dimension to simplify the calculation of discrim-
ination function. The facial orientations were compressed
linearly to normalize the length. In this paper, the compressed
feature vectors x̄1, · · · , x̄n are calculated from the facial
direction sequence x1, · · · , xN (n ≤ N ) by the equation:

x̄i =
n

N

(N/n)i∑
j=(N/n)(i−1)+1

xj (8)

yaw(t), roll(t) and pitch(t) were compressed to 50 samples.

C. Dimension reduction of the facial orientation

Each session has 150 (50 × 3) dimensions of the facial
orientation feature by linear compression. The visual features
still have large dimensions in contrast with the acoustic fea-
tures. Accordingly, the dimensionality of facial orientations
was reduced by principal component analysis (PCA). The
PCA was conducted based on the 5-fold cross-validation
using same split to the estimation of the intermediate acoustic
feature and discrimination of the user’s state. We reduced the
dimension of the facial orientation of each fold by projecting
the principal axes obtained from other four folds.

Figure 11 shows the result of discriminating the user’s state
by using only compressed visual features. The horizontal axis
represents the number of dimensions after the reduction. The
correctness of the discrimination was always around 60.0%,
so we used the 3 dimensional facial orientation for audio-
visual discrimination.
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Fig. 12. Discrimination results using audio-visual features

D. Combining the audio and visual feature

The audio and visual features were combined simply as:

fav = (fa, fv) (9)

where, fa is the intermediate acoustic feature vector, fv is
the visual feature vector, and fav is the combined vector.

E. Discrimination results using audio-visual features

Discrimination experiments were conducted based on the
5-fold cross-validation based on the same split to the above-
mentioned experiments. Figure 12 shows the results of using
audio-visual feature fav. The best result for each condition
obtained by grid-searching is shown in the figure. The figure
also shows the result using only the acoustic features for
comparison. These are the same as the value indicated in
Figure 7. As shown, the discrimination results were improved
by appending the visual features. Especially, the feature
set S1 (manual) shows a large improvement by including
the visual feature. This results shows that the S1 (manual)
and facial orientation feature were efficiently combined as
indicated in our previous paper [7]. However, improvement
of the discrimination performance of S2 (manual) and S2
(NN) was not large (around 1.0 or 2.0 points), indicating that
we need to select more appropriate visual features to combine
with the new feature set to improve the discrimination of the
user’s state. The evaluators of the dialog reported that the
variation of the user’s facial expression and gaze direction
had affected their judgment; therefore, it is necessary to
select novel visual features representing these characteristics.
We can extract these features by conducting several other
computations in addition to the extraction of facial feature
points; we will examine visual features in more detail in a
future study.
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Fig. 13. Discrimination result obtained from repeated experiments

In addition, we investigated the performance of the fea-
tures by repeating the discrimination experiments. The ex-
periment was 5-fold cross-validation test, which uses the
folds randomly assigned from the data set, and repeated 10
times. Figure 13 shows the discrimination results. The figure
shows the average harmonic means of the discrimination
ratio and the error-bars indicate the standard deviation of
them. We conducted one-way repeated measures ANOVA
factoring the feature set to validate the statistical significance
of the difference between the total discrimination rates. As
a result, the significant difference was observed among the
method (F = 41.4, p ≤ 0.001). From the Bonferroni mul-
tiple comparison, we obtained the 1% significant difference
between S1 and the other feature set. Thus, the efficacy of the
novel acoustic feature set to the discrimination was indicated
stochastically. These results also indicate that combining
the visual information is especially efficient to S1, and the
efficacy to the other feature set is limited.

VI. CONCLUSION

In this research, we tried to discriminate the user’s state
in a spoken dialog system when the user does not make
input utterance. We tried to extract the intermediate acoustic
features automatically because we determined several acous-
tic features manually in our previous study. A novel set
of intermediate features was estimated by a neural network
using MFCC, F0 and ZCC of the speech. The result of
estimating the intermediate acoustic features was 62.95%
on average. The definitive user’s state was discriminated
by SVM. When discriminating the user’s state using only
acoustic features, the correctness was high in order of S2
(manual), S2 (NN), and S1 (manual). Therefore, the novel
feature set S2 (manual) was more efficient than the previous
one (S1). On the other hand, the result deteriorated when
using the estimated intermediate feature (S2 (NN)). This re-
sult indicates that the performance of estimating intermediate
features involves a definitive result, so we need to examine
the estimation method carefully. Then, we combined the
audio-visual features and discriminated the user’s state. We
used facial orientation as a visual feature, the same as in

our previous research, which improved the correctness of
discrimination. Especially, the improvement of the result of
S1 (manual) was large because this audio-visual feature was
selected appropriately in the previous paper. However, there
was little improvement in the correctness of S2 (manual)
and S2 (NN). Therefore, we need to search for another
visual feature which can be combined with them efficiently.
In a future work, we will use the user’s eye movement
or facial expression extracted from the facial feature points
for the discrimination. Another problem is that the entire
discrimination ratio was not adequate (the harmonic mean
between the accuracy of SE and Sc was below 70.0%).
We also need to examine a discrimination algorithm for
enhancing the performance.
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