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Abstract—Many studies have been done with the security of
cloud computing. Data encryption is one of typical approaches.
However, complex computing requirement for encrypted data
needs a great deal of time and effort for the system in this case.
Therefore, another studies on secure sharing and computing
methods are made to avoid secure risks being abused or
leaked and to reduce computing cost. The secure multiparty
computation (SMC) is one of these methods. So far, some
studies have been done with SMC. Specifically, SMC with secure
shared data in addition and multiplication forms is proposed
and applied to arithmetic operation and simple statistical
computation. However, complex calculation processing such as
BP(Back Propagation) learning has never proposed yet. In this
paper, we propose BP learning method for SMC on cloud
computing system and prove the validity of it. Further, the
performance of the proposed method is shown in numerical
simulations.

Index Terms—cloud computing, secure multiparty computa-
tion, BP learning, perceptron learning.

I. INTRODUCTION

Cloud computing is service to provide computing re-
sources through the Internet for the unspecified number of
individual or a company [1], [2]. The client can realize
reduction of the operational cost and the increase and de-
crease of resources flexibly without having one’s resources.
In addition, the spreading of computing of cloud computing
allows use such as big data analysis to analyze enormous
information accumulated by the client, and to create market
value of data [1]. On the other hand, the client of cloud
computing cannot escape from anxiety about the possibility
of information being abused or leaked. How can we construct
a cloud computing system to avoid the above risk? For this
purpose, data encryption is one of typical approaches [3], [4].
Data encryption is an effective method to protect data from
external risk, but the encrypted data must be decrypted to get
plain texts when processed in a cloud. Therefore, safe system
for distributed processing with secure data attracts attention,
and a lot of studies have been done [5]–[9]. SMC is one
of these methods. Most of works in SMC are developed on
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applying the model of SMC on different data distributions
such as vertically, horizontally and arbitrary partitioned data
[10]–[13]. They are the methods that each party performs
its processing for the subset of data. Another method to
realize secure computation is SMC for shared data, which is
currently applied to certain applications for limited function
calculations [16]–[19]. Further, Miyanishi proposed a simple
method to share data and applied to statistical computation
[17]. However, complex calculation processing such as data
mining has never proposed yet.

In this paper, we propose BP learning method for SMC
and prove the validity of it. Further, the performance of the
proposed method is shown in numerical simulations. The aim
is to realize learning using secure sharing and computing for
data being on cloud system. In Section 2, we explain cloud
computing system, related works on SMC and how to share
the data used in this paper. Further, perceptron and BP learn-
ing are introduced. Though perceptron learning is a special
case of BP learning, it is introduce to help understanding the
proposed algorithm for BP learning. In Section 3, we propose
perceptron and BP learning for SMC and show the validity of
the algorithm. In section 4, numerical simulations of function
approximation and pattern classification are performed to
show the performance of the proposed method.

II. PRELIMINARY

A. System configuration of cloud system and related works
with privacy preserving BP

Fig.1 shows a system for SMC of cloud computing used
in this paper. The system is composed of a client and
cloud with m servers(parties). The client sends data to each
server and each server memorizes them. If the client requires
data processing, each server performs one’s computation and
sends each result to the client. The client computes the
final result using them. If the result is not obtained by one
processing, data processing between the client and servers
are iterated until the final result is obtained. The problem is
how data are shared and the computation for each server is
carried out.

Let us consider about conventional works with them. In
order to solve the problem, three partitioned representation
of data such as horizontally, vertically and any partitioned
methods for SMC are known [10]–[13]. Let us explain about
them using an example of Table 1. In Table 1, a and b are
original data (marks) and ID is student identifier. The purpose
of computation is to get the average of them.

First, let us explain about horizontally partitioned method
using Table 1. All the dataset are divided into two servers,
Server 1 and 2 as follows:
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Fig. 1. A configuration of cloud computing system.

Server 1: dataset for ID=1, 2, 3,
Server 2: dataset for ID=4,5.

In this case, two averages with subsets A and B for Server
1 are computed as (50 + 40 + 65)/3 and (80 + 50 + 30)/3,
respectively. Likewise, two averages with subsets A and B
for Server 2 are (70+80)/2 and (62+40)/2, respectively. As
a result, two averages for subsets A and B are 61.0 and 52.4,
respectively. Each server cannot know half of the dataset, so
privacy preserving hold. In effect, raw data are not used, but
encrypted data are used.

Next, let us consider about vertically partitioned method
for SMC. All the dataset are divided into two servers, Server
1 and 2, as follows:

Server 1: dataset for subject A,
Server 2: dataset for subject B.
In this case, we can easily get two averages for subject A

and B as usual. Each server can know only data for subject
A or B, so privacy preserving hold.

At third, let us consider about any partitioned method for
SMC. All the dataset are divided into two parties, mixed
horizontally and vertically partitioned data. For example,

Server 1: dataset of ID=1, 2, 3 for subject A and ID=4, 5
for subject B,

Server 2: dataset of ID=4, 5 for subject A and ID=1, 2, 3
for subject B.

In this case, we can easily get two averages for subject A
and B. Each server can know only partial dataset for subject
A or B, so privacy preserving hold.

B. The representation of secure shared data

Let us explain data representation for the proposed method
using Fig.2 [13], [17]. Let a and b be two positive integers
and m = 3 for the number of servers. First, two integers
a and b are shared into three real numbers. Let a = a(1) +
a(2)+a(3) and b = b(1)+b(2)+b(3) as addition form and a =
A(1)A(2)A(3) and b = B(1)B(2)B(3) as the multiplication
form. Then the following results hold:
1)a+ b = (a(1) + b(1)) + (a(2) + b(2)) + (a(3) + b(3))
2)a− b = (a(1) − b(1)) + (a(2) − b(2)) + (a(3) − b(3))
3)ab = (A(1)B(1))(A(2)B(2))(A(3)B(3))
4)a/b = (A(1)/B(1))(A(2)/B(2))(A(3)/B(3))

That is, four basic operations of arithmetic (addition,
subtraction, multiplication, and division) hold as integration

TABLE I
CONCEPT OF HORIZONTALLY AND VERTICALLY PARTITIONED METHOD

COMPOSED OF ONE CLIENT AND TWO SERVERS.
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Fig. 2. The representation of secure shared data for m = 3.

of the result computed independently by each server [19]. In
this case, each server can not know the original data a and b.
Further, let us explain how to compute the sum and average
for results processing using shared data in addition form.

Let us show a calcuration example of shared data using
Table II as follows [17]:
a = a(1) + a(2) : a(1) = a(r1/10) and a(2) = a(1− r1/10)
b = b(1) + b(2) : b(1) = b(r1/10) and b(2) = b(1− r2/10)
a = A(1)A(2) : A(1) =

√
a(r1/10) and A(2) =

√
a(10/r1)

b = B(1)B(2) : B(1) =
√
b(r2/10) and B(2) =

√
b(10/r2)

Where r1 and r2 are real random numbers for −9≤r1≤9
and 0.2≤r2≤9, r1 ̸=1, r2 ̸=1, respectively. For example, a(1)

and a(2) for ID=1 are computed as a(1) = 50×(4/10) = 20
and a(2) = 50×(1 − 4/10) = 30 and data A(1) and A(2)

for ID=1 are computed as A(1) =
√

50×(9/10) = 6.31 and
A(2) =

√
50×(10/9) = 7.86, respectively. Note that Server

1 has all the data in column-wise of a(1), b(1), A(1) and B(1)

for each ID and Server 2 has all the data in column-wise of
a(2), b(2), A(2) and B(2) for each ID as shown in Fig.2.

Let us explain how to compute the sum and average for
subject A using data a. Server 1 and Server 2 compute each
sum of a(1) and a(2), respectively. In this case, each sum in
column-wise for a(1) and a(2) is -23 and 328, respectively. As
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TABLE II
DATA ON SERVER 1 AND SERVER 2.

Additionbal form Multiplication form
ID subject A subject B a b A B

a b r1 a(1) a(2) b(1) b(2) r2 A(1) A(2) B(1) B(2)

1 50 80 4 20 30 32 48 9 6.31 7.86 8.05 9.94
2 40 50 -6 -24 64 -30 80 2 1.27 31.62 1.41 35.36
3 65 30 2 13 52 6 24 0.8 0.65 100.78 0.44 68.47
4 70 62 -8 -56 126 -49.6 111.6 5 4.18 16.73 3.94 15.75
5 80 40 3 24 56 12 28 4 3.58 22.36 2.53 15.81

sum 305 262 -23 328 -29.6 291.6
average 61 52.4 -4.6 65.6 -5.92 58.32
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Fig. 3. A neural element.

a result, the total sum 305 is obtained from 328-23. Likewise,
the average 61 is obtained from 65.6-4.6.

Remark that each data for server is randomized and the
method does not need to use encrypted data.

In the following, we propose a learning method using
secure shared data in multiplication form.

C. Perceptron learning for a neural element

Perceptron learning is a method to adjust the weight
parameters to match the output of the neuron and the desired
output. Desired output for input are called learning data.
In percetron learning, the weight parameters are updated
repeatedly using the difference between the output of the
neuron and the desired output until the difference becomes
sufficiently small.

Let us explain the conventional neuron [19]. Let Zi =
{1,−−−, i} for a positive integer i. The output y for each
neuron is given by

u =

M∑
j=0

vjyj (1)

out = g(u) (2)

where yj is the j-th input, u is the internal potential of the
neuron, g(u) is the output function, vj is the weight for the
j-th input, v0 is the threshold and y0 = 1(See Fig. 3).

Let the evaluation function for learning data Y =
{
(
yl, d(y)|l∈ZL

)
} be defined as follows:

E =
1

2L

L∑
l=1

(
g(yl)− d(yl)

)2
(3)

, where d(yl) is the desired output for the l-th data yl.

In order to minimize the function E, the weights for the
neuron are updated as follows:

△vj =
∂E

∂vj
=
(
g(yl)− d(yl)

) ∂g(u)
∂u

ylj (4)

vj(t+ 1) = vj(t) +K△vj(t) (5)

, where K is a learning constant and j∈ZM

In order to consider the simple case, let us assume that
∂g(u)
∂u = 1. As a result, learning formula for perceptron

learning is shown as follows:

vj(t+ 1) = vj(t) +K
(
g(yl)− d(yl)

)
yj (6)

, where t is the number of learning time.
Then, learning algorithm for learning data

{(yl, d(yl))|l∈ZL} is shown as follows [19]:
Step1: Given the maximum number of learning tmax. Let

t = 1. The initial assignment of vj(j∈ZM ) is set
randomly.

Step 2: Let l = 1.
Step 3: Select a data (yl, d(yl)).
Step 4: Compute the output g(yl) for input yl.
Step 5: Compute the error

(
g(yl)− d(yl)

)
.

Step 6: Compute the updated value △vj(t) using Eq.(4).
Step 7: Update the weight as vj(t+ 1) = vj(t) +K△vj(t).
Step 8: If l ̸=L, then go to Step 3 with l←l+1 and t←t+1
else go to Step 9.
Step 9: If t̸=Tmax, then go to Step 2 with t←t+ 1 else the

algorithm terminates.

D. BP method for neural networks

Let us consider the case of n input and one output without
loss of generality. Let zl∈JN for l∈ZL and d : JN→J ,
where J = [0, 1]. Giving learning data {(zl, d(zl))|l∈ZL},
let us determine the three-layered neural network identifying
learning data by BP method [19], [20]. Let h = g◦e : JN→J
be the function defined by a neural network. Let the number
of elements in second layer be M . Let wj for j∈ZM and
v be weights for the second and output layers, respectively.
Then g and e are defined as follows (See Fig.4):

yj = ej(z) = τ

(
N∑
i=0

wijzi

)
,

z0 = 1,

τ(u) =
1

1 + exp(−u)
where

z = (z1, · · ·, zN )∈JN

y = (y1, · · ·, yM )∈JM
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Fig. 4. Three-layered neural network

and w0j means the threshold value.
Further,

g(y) = τ

 M∑
j=0

vjyj

 ,

y0 = 1,

where v0 means the threshold value.
Then, the evaluation function is defined as follow:

E =
1

2L

L∑
l=1

(
h(zl)− d(zl)

)2
(7)

The weights w and v are updated based on BP method as
follow [19]:

△vj = −α1δ1j(z
l)ej(z

l) (8)
△wij = −α2δ1j(z

l)zli (9)
(i = 0, · · ·, N, j = 1, · · ·,M)

where α1 and α2 are learning coefficients,

δ1j(z) = (h(z)− d(z))h(z)(1− h(z)) (10)

and

δ2j(z) = δ1jvjej(z)(1− ej(z)). (11)

Then, BP learning method is shown in Fig.5 [19].

III. BACK PROPAGATION LEARNING FOR SECURE
MULTIPARTY COMPUTATION

A. Perceptron learning for secure shared data

Let us consider a system composed of client and m
servers(See Fig.1). In learning on cloud system, learning
data and weight parameters are shared to each server in
multiplication form. Each server updates shared weight pa-
rameters and sends the computation result to the client. The
client can get new weight parameters by multiplying the
results of m servers. This is verified from Eqs.(15) and (16).
The process is iterated until the error (difference) between
the output of the neuron and the desired output becomes
sufficiently small. The problem is how the weight parameter
w on the user is updated using the set of learning data shared
on each server. The shared representation of learning data
{(zl, d(zl))|l∈ZL}and parameters are given as follows:
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Fig. 5. BP learning for three-layered neural network.

zl =
(
zl1, · · ·, zli, · · ·, zlN

)
(12)

for l∈ZL and

zli = Πm
k=1(z

l
i)

k (13)

for i∈ZN ,

d(zl) =
m∑

k=1

(d(zl))k (14)

Note that Eqs.(13) and (14) are in multiplication form for
shared data.

In this case, Eqs.(4) and (5) are renewed as follows:

△vkj =
∂E

∂vkj
= (g(zl)− d(zl))zljvj/v

k
j (15)

(vkj )(t+ 1) = (vkj )(t) +K△vkj (t) (16)

for v = (v1, · · ·, vj , · · ·, vM ) and vj = Πm
k=1v

k
j .

Eq.(16) means that each server can update the weight by
dividing by vkj for the conventional method.

The learning process of the perceptron learning is shown
in TableIII.

B. BP learning for secure shared data

In this section, we propose BP learning method for SMC
as the same method as the section III.A. The problem is
how weights {wij} and {vj} are updated using learning data
shared on each server. The shared representation of learning
data and parameters are given as follows:

zl =
(
zl1, · · ·, zli, · · ·, zlN

)
(17)

for l∈ZL,

zli = Πm
k=1(z

l
i)

k (18)
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TABLE III
LEARNING PROCESS OF PERCEPTRON LEARNING FOR SMC.

Client k-th Server

Initial condition The weight v = (v1, · · ·, vM ) {(ze)k, (d(ze))k |e∈ZL}
is selected randomly, and

send vkj (vj = Πm
k=1v

k
j ) to each server

for k∈Zm and j∈ZM . Set t = 1.
Step 1 A number l is selected {vkj } for j∈ZM

randomly
Step 2 Compute µk

j = vkj (z
l
j)

k

for j∈ZM and
send µk

j and (d(zl))k

to Client.
Step 3 Compute µj = Πm

k=1µ
k
j for j∈ZM ,

and zjvj = Πm
k=1(z

l
j)

kvkj

Step 4 Compute ϕ = Kg(
∑N

i=1
µi)zjvj -K

∑m

k=1

(
d(zl)

)k
(zlj)

kvkj
and send ϕ to each server

Step 5 Compute △vkj = ϕ/vkj and vkj←vkj +△vkj
for j∈ZM and send them to Client

Step 6 If t̸=Tmax then go to Step 1 with t←t+ 1
else the algorithm terminates.

for i∈ZN ,

d(zl) =
m∑

k=1

(d(zl))k (19)

v = (v1, · · ·, vj , · · ·, vM ) (20)
vj = Πm

k=1v
k
j (21)

w = (w1, · · ·,wj , · · ·,wM ) (22)
wj = (w1j , · · ·, wij , · · ·, wNj) (23)
wij = Πm

k=1(wij)
k (24)

Further, Eqs. (8) and (9) are renewed as follows:

△vkj = −α1δ1j(z
l)vjej(z

l)/vkj (25)

△wk
ij = −α2δ2j(z

l)wijx
l
i/w

k
ij (26)

Eqs.(25) and (26) mean that each server can update the
weight by dividing by vkj and wk

ij in the proposed method.
The learning process of the three-layered neural network

is shown in TalbeIV.

IV. NUMERICAL SIMULATIONS FOR THE PROPOSED
ALGORITHM

In this section, numerical simulations of function ap-
proximation and pattern classification for conventional and
proposed methods are performed. The conventional method
means the conventional BP method without sharing data and
the proposed method is one with m = 3 and m = 10. In this
case, the multiplication form is used as a = A(1)· · · · ·A(m),
where A(k) for 1≤k≤m− 1 is a random number in [0, 1] or
[−1, 1], and A(m) = a/(A(1)· · · · ·A(m−1)).

A. Function Approximation

This simulation uses three systems specified by the fol-
lowing functions with 4-dimensional input space [0, 1]4 (for
Eq.(27)) and [−1, 1]4 (for Eqs.(28) and (29)). The simulation
condition is shown in Table V. The numbers of learning and
test data randomly selected are 512 and 6400, respectively.

y =
(2x1 + 4x2

2 + 0.1)2

37.21
× (4 sin(πx3) + 2 cos(πx4) + 6

12
(27)

y =
(2x1 + 4x2

2 + 0.1)2

74.42
+

4 sin(πx3) + 2 cos(πx4) + 6

446.52
(28)

y =
(2x1 + 4x2

2 + 0.1)2

74.42
+

(3e3x3 + 2e−4x4)−0.5 − 0.077

4.68
(29)

Table VI shows the results of comparison of accuracy
between the conventional and the proposed methods. In
each box of Table VI, three numbers from the top to the
bottom show MSE of training (×10−4), MSE of test (×10−4)
and the number of parameters, respectively. The result of
simulation is the average value from twenty trials.

The result shows that the accuracy between the conven-
tional and the proposed methods is almost the same. Further,
it is shown that the results for m = 3 and m = 10 is also
about the same accuracy.

Next, we will compare the learning speed of the conven-
tional method with one of proposed method using numerical
simulation of Fig.(27). The simulation condition is the same
as Table V. Fig. 6 shows the graph of MSE for learning
time. The result shows that learning speed of the proposed
methods is fast compared to the conventional method. In
another functions, the same results are also shown.

B. Pattern Classification

Let us show the result for pattern classification using
benchmark problems of Iris, Wine, Sonar and BCW in UCI
database [21]. See Table VII.

In this simulation, 5-fold cross validation as an evaluation
method is used: In 5-fold cross validation, all data are
randomly partitioned into 5 equal size subsets. Of the 5
subsets, a single subset is kept as data for testing the model,
and the remaining 4 subsets are used as training data. The
cross validation process is repeated 5 times (the folds) with
each of 5 subsets used exactly once as the validation (test)
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TABLE IV
LEARNING PROCESS OF BP FOR SMC.

Client k-th Server

Initial condition The weight v = (v1, · · ·, vM ) {(ze)k, (d(ze))k |e∈ZL}
and wj = (w1j , · · ·, wij , · · ·, wNj) for j∈ZM

are selected randomly,
vj = Πm

k=1v
k
j and wij = Πm

k=1w
k
ij .

Send vkj and wk
ij to each server.

Step 1 A number l is selected {wk
ij , v

k
j } for ∈ZN and j∈ZM

randomly and send it to Server.
Step 2 Compute µk

ij = wk
ij(z

l
i)

k

for i∈ZN and j∈ZM .
Send them to Client

Step 3 Compute wijzi = Πm
k=1µ

k
ij , hj =

∑L

i=0
wijzi

and yj = e(hj)

Step 4 Send ykj for k∈Zm to each setver,
where yj = Πm

k=1y
k
j

Step 5 Compute ϕk
j = vkj y

k
j

for j∈ZL and
send it to Client

Step 6 Compute vjyj = Πm
k=1ϕ

k
j , zl0 =

∑M

j=0
vjyj

and zl = g(zl0)

Step 7 Compute ϕ1 = g(zl)2(1− g(zl))vjyj

−g(zl)(1− g(zl))
∑m

k=1

(
d(zl)

)k
vkj y

k
j

and ϕ2 = g(zl)2(1− g(zl))vjyj(1− yj)wijz
l
i

−g(zl)(1− g(zl))vjyj(1− yj)
∑m

k=1

(
d(zl)

)k
wijz

l
i

and send them to each server
Step 8 Computevkj←vkj +K1ϕ1/vkj and

wk
ij←wk

ij +K2ϕ2/wk
ij

and send them to Client
Step 9 If t̸=Tmax then go to Step 1 with t←t+ 1

else the algorithm terminates.

TABLE V
THE INITIAL CONDITIONS FOR SIMULATIONS OF FUNCTION

APPROXIMATION

conventional method proposed method
Kw 0.01 0.01
Kv 0.01 0.01

Tmax 50000 50000
Initial wij random on [0,1]
Initial vi random on [0,1]

TABLE VI
RESULT OF SIMULATION OF FUNCTION APPROXIMATION

Eq.(27) Eq.(28) Eq.(29)
Learn 0.80 2.06 1.22

conventional Test 1.00 2.66 1.41
method #Para 121 121 121

Learn 0.21 0.52 0.27
proposed method Test 0.38 1.02 0.41

(m = 3) #Para 333 333 333
Learn 0.35 0.44 0.99

proposed method Test 0.54 0.63 1.63
(m = 10) #Para 1210 1210 1210

data. The 5 results from the folds can then be averaged to
produce a single estimation.

Table VIII shows the results of comparison between the

TABLE VII
THE DATASET FOR PATTERN CLASSIFICATION

Iris Wine Sonar BCW
The number of data 150 178 208 683
The number of input 4 13 60 9
The number of class 3 3 2 2

Fig. 6. The comparison of learning speed between conventional and
proposed BP methods for a function approximation problem

conventional and the proposed methods. In each box of Table
VIII, three numbers from the top to the bottom show the rate
of misclassified data for training and test(%) and the number
of parameters, respectively. Each value is average from five
trials.

The result shows that accuracy between the conventional
and the proposed methods is almost same. Further, it is
shown that the results for m = 3 and m = 10 are also
about the same accuracy.
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TABLE VIII
RESULT OF SIMULATION OF PATTERN CLASSIFICATION

Iris Wine Sonar BCW
Learn 3.7 8.8 9.2 0.8

conventional Test 4.0 13.7 18.5 4.3
method #Para 121 301 1241 221

Learn 0.6 0.0 1.3 0.8
proposed method Test 9.6 5.0 19.5 3.8

(m = 3) #Para 363 903 3723 663
Learn 3.5 0.1 2.8 1.3

proposed method Test 4.0 8.3 21.0 3.8
(m = 10) #Para 1210 3010 12410 2210

V. CONCLUSION

The secure multi-party computation(SMC) is one of secure
sharing and computing methods. The SMC with secure
shared data in addition and multiplication forms is known,
but complex computation processing such as BP learning has
never proposed yet. In this paper, we proposed a learning
method for SMC on cloud computing system and proved
the validity of it. Further, the performance of the proposed
method was shown in numerical simulations.

The idea of our study is to perform privacy preserving
data mining as ”shared data + parallel algorithm”. That is, it
is to find the representation of shared data and to construct
parallel algorithm. Specifically, we introduced BP learning
algorithm(as one of data mining) using the representation of
data in multiplication form.

In the future work, we consider the improved method to re-
duce the computation of client and develop AUI(Application
User Interface) for the client.
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