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Abstract—The Local Binary Pattern (LBP) texture descriptor
and some of its variant descriptors have been successfully used
for texture classification and for a few other tasks such as
face recognition, facial expression, and texture segmentation.
However, these descriptors have been barely used for image
categorisation because their calculations are based on the gray
image and they are only invariant to monotonic light variations
on the gray level. These descriptors ignore colour information
despite their key role in distinguishing the objects and the
natural scenes. In this paper, we enhance the Completed Local
Binary Pattern (CLBP), an LBP variant with an impressive
performance on texture classification. We propose five multi-
scale colour CLBP (CCLBP) descriptors by incorporating five
different colour information into the original CLBP. By using
the Oliva and Torralba (OT8) and Event sport datasets, our
results attest to the superiority of the proposed CCLBP descrip-
tors over the original CLBP in terms of image categorisation.

Index Terms—Local Binary Pattern (LBP), Texture Descrip-
tors, Completed Local Binary Pattern (CLBP), colour CLBP
(CCLBP), Image Categorisation.

I. INTRODUCTION

EXTURE features are vital in many of today’s applica-

tions such as human detectors [1], face recognition [2],
[3], image retrieval [4], [5], finger detection [6], texture
segmentation [7], and visual object recognition [8]-[10].
Previous literature identifies many textures feature algorithms
for robust and distinctive texture features. Zhang et al. [11]
classified the texture feature algorithm methods into three
categories, namely, the statistical algorithm methods, the
model-based methods, and structural methods. Many stud-
ies have comprehensively reviewed these texture algorithm
methods [11], [12].

In 1996, Ojala et al. [13] calculated the absolute difference
between the gray level of the centre pixel of a specific
local pattern and its neighbours to construct a histogram
representing the image texture. This absolute difference,
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Fig. 1. LBP operator.

instead of the magnitude, was subsequently used to construct
the Local Binary Pattern (LBP) texture descriptor [14]. LBP
has become an interesting research topic for many com-
puter vision researchers for its ability to discern the micro-
structures of an image, such as edges, lines and spots. LBP
has been proposed for rotation invariant texture classification
and has been extended for several applications, such as face
recognition [15], and image retrieval [5].

Fig. 1 shows two steps of the LBP, namely, the thresh-
olding step and the encoding step. The former compares the
values of the central pixel with the values of all neighbouring
pixels to convert the values of the neighbouring pixels into
binary values (0 or 1). The latter encodes and converts
these binary values into decimal numbers to characterise a
structural pattern.

Many LBP variants have been suggested to increase the
discriminating property of the texture feature extraction.
These variants include the Center-Symmetric Local Binary
Pattern (CS-LBP) [16], the Dominant LBP (DLBP) [17],
the Local Ternary Pattern (LTP) [18], the Completed Mod-
elling of LBP (CLBP) [19], and Completed Ternary Pattern
(CLTP) [20], and Local Orientation Adaptive Descriptor
(LOAD) [21]

Although many texture features have been successfully
used for many tasks such as texture classification, face
recognition, facial expression and texture segmentation, these
features are rarely used for visual object class recognition.
Although colour is important information in visual object
recognition, many texture features do not consider the colour
information because many of their calculations are based on
the gray scale image and texture features are only invariant
to monotonic light variations on the gray level. Incorporating
colour into the texture operators enhance the operators’
photometric invariance and discriminating properties [22],
[23], as well as helping them to distinguish the objects and
the natural scenes.

Zhu et al. [22] proposed and used six colour LBP for
visual object class recognition. The multi-scale LBP his-
togram was extracted from each colour channel, and then
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all the colour and multi-scale histograms for the colour
space channels were concatenated to construct the final
LBP histogram. Banerji et al. [23] also incorporated LBP
with different colour information for visual object class
recognition. In [24], the PHOG descriptor was combined
with the colour LBP to achieve high quality recognition
results. Fig. 2 shows the calculation of the colour LBP.

Inspired by the CLBP texture descriptor, five novel multi-
scale colour CLBP texture descriptors (CCLBP) are pro-
posed in this paper to enhance the photometric invariance
and discriminative power of the original CLBP. Guo et
al. [19] proposed a Completed Modelling of LBP (CLBP)
by comparing both the sign and the magnitude of the
pattern’s central gray level value with its neighbours and by
combining them with all central values of the patterns. The
sign difference, the magnitude difference, and the threshold
of the central gray values of the patterns are combined in dif-
ferent ways to construct three CLBP operators [19], namely,
CLBP_S, CLBP_M and CLBP_C, respectively, which
are, in turn, calculated based on five different colour spaces,
namely, RGB, HSV, Opponent colour, Transformed-colour,
and Ohta colour spaces. These descriptors are then combined
to construct the CCLBP descriptor. The performances of
the proposed CCLBP descriptors are evaluated and analysed
experimentally for image categorisation.

The rest of this paper is organised as follows. Sections II
and III briefly review LBP and the Completed Local Binary
Pattern (CLBP) texture descriptors, respectively. Section IV
presents the proposed CCLBP descriptors. Section V dis-
cusses the experimental results of the OT8 and the Event
sport datasets. Lastly, Section VI concludes the paper.

II. LoCAL BINARY PATTERN (LBP)

The LBP calculation can be described mathematically as
follows:

fiy 1, x>0,
LBPpR = Z 28s(ip —ic), s(z) = { -

=0 0, =<0,

ey
where i. and i,(p = 0,, P — 1) denote the gray values of
the centre pixel and the neighbour pixel on a circle of radius
R, respectively, and P denotes the number of neighbours.
Bilinear interpolation estimation method is used to identify
the neighbours that do not lie in the exact centre of the pixels.
Ojala et al. [14] also improved the original LBP into the
rotation invariant LBP (LBPIEf r) and the uniform rotation
invariant LBP (LBPp'#). After encoding these LBP types,
ie., LBP, LBPI’;f r and LBPIEf}‘f, the descriptor histogram
is constructed based on the following equation:
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where K is the maximal LBP pattern value.
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Fig. 2. Colour LBP calculation.

III. COMPLETED LOCAL BINARY PATTERN (CLBP)

Fig. 3 shows the decomposition of the image local differ-
ence into two complementary components, namely, the sign
component s, and the magnitude component m,, which can
be mathematically expressed as follows.

sp=8(ip —ic), mp=|ip — il 3)

sp is used to construct CLBP_S, while m,, is used to con-
struct CLBP_M. These two operators are mathematically
expressed as follows:

Pl 17 ipzica
CLBP Spr= 20s(i, —i.), s,=
—onR X_: Up=ic): =1 ip < ey
p=0
“4)
P-1
CLBP_Mpr =Y 2°t(my,c),
p=0

Lo ip —icl 2 ¢,
t(my,c) = 5
=10 e O

where i., 7, R, and P are defined in (1), while ¢ denotes
the mean value of m,, in the entire image.

CLBP_S is equivalent to LBP, whereas CLBP_M
measures the local variance of the magnitude. Guo et al.
constructed the CLBP-Centre (CLBP_C) by thresholding
the values of each pattern using the average gray level of
the entire image. CLBP_C' is expressed mathematically as
follows:
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Fig. 3. A 3 x 3 sample pattern (a) sign component (LBP_S code) (b)
magnitude components (LBP_M code (assume threshold = 29)).

CLBP_CP)R :t(ic,C[) (6)

where 4. denotes the gray value of the centre pixel of
the pattern and c; denotes the average gray level of the
whole image. Guo et al. [19] combined the CLBP operators
into joint or hybrid distributions. They combined CLBP_S
with CLBP_M in two ways. Firstly, their histogram is
concatenated to construct CLBP_S_M. Secondly, the 2D
joint histogram known as CLBP_S/M, is calculated.

CLBP_C is also combined with CLBP_S and
CLBP_M in two ways. Firstly, both operators are combined
to form a 3D joint histogram, known as CLBP_S/M/C.
Secondly, CLBP_C' is combined jointly with the CLBP_S
or CLBP_M to construct two 2D joint histograms,
namely, CLBP_S/C or CLBP_M/C, respectively. These
histograms are then converted into 1D histograms and
are concatenated with CLBP_M or CLBP_S to build
the final histogram, either known as CLBP_M_S/C or
CLBP_S_M/C.

In [19], the rotation invariant LBP (LBPp%?) is used
to construct the CLBPp'* operators. The CLBPEE is
simplified in this paper as C LB Pp, r as well as the proposed
CCLBP operators.

IV. PROPOSED COLOUR COMPLETED LOCAL BINARY
PATTERN (CCLBP)

This section calculates CCLBP_S, CCLBP_M and
CCLBP_C based on five different colour spaces, namely,
RGB, HSV, Opponent colour, Transformed-colour and Ohta
colour spaces. These operators are then combined to con-
struct the CCLBP descriptor.

A. Model Analysis for Illumination Changes and Photomet-
ric Transformations

To analyse the illumination changes and photometric
transformations of the proposed colour CLBP, the diagonal
model and diagonal-offset model are used [25]-[27]. The first
model is expressed by Equation (7) while the latter model is
expressed by Equation (8).

k¢ 0 R*

G°| = b 0 G* @)

B¢ 0 c B"
R¢ a 0 0 R 01
Gl=10 b 0 G|+ | o2 (8)
B¢ 0 0 c BY 03

Using these two models, Van de Sande et al. [26] identified
five different changes to examine some colour SIFT descrip-
tors. These changes, including the light intensity variations,
light intensity shifts, light intensity variations and shifts, light
colour variations and light colour variations and shifts. From
Equation (7), the light intensity change can be expressed
when all channels image values are changed by a constant
factor; i.e., a = b = c. With respect to the intensity, invariant
to the light intensity variations that mean the descriptor is
scale invariant.

R° a 0 0 R
Gl=1|0 a 0 G* 9
B¢ 0 0 a B

In light intensity shift, the image values are changed by
equal offset value (shift value); i.e., (O; = Oy = O3 and
a = b = ¢ = 1). With respect to the intensity, invariant to
the light intensity shifts means that the descriptor is shift
invariant.

R¢ R" 01
Gl=|G"|+ | o1 (10)
B¢ B* 01

In the third model, the image values are changed by both
the above types of changes; i.e., light intensity changes and
shifts, as expressed in the following model.

R° a 0 0 R* o1
Gel=10 a 0 G|+ 1| o (11)
B¢ 0 0 a B* 01

The remaining models are light colour variations and light
colour variations and shifts. In the former model, the image
values in each channel are changed independently; i.e., a #
b # c, as expressed in Equation (7). While in the latter model,
the image values in each channel are changed and shifted
independently; i.e., a # b # c and O; # Oz # Os, as
expressed in Equation (8).

1) RGB-CCLBP: The RGB-CCLBP operators are ob-
tained by computing CLBP independently in all three chan-
nels of the RGB colour space and by concatenating the
results together. Similar to the original LBP, the RGB-
CCLBP is also invariant to monotonic light intensity change
and has no more invariant properties.

2) HSV-CCLBP: The HSV CCLBP operators are obtained
by computing CLBP independently in all three channels
of the HSV colour space and by concatenating the results
together. Van De Weijer et al. [28] proved the H colour model
(Hue) in HSV colour space has invariant property against
the light intensity changes and shifts; i.e., scale-invariant
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and shift-invariant with respect to light intensity. However,
due the combination of Hue with the remaining information;
i.e., saturation and value, the HSV-CCLBP has no invariant
properties.

3) Opponent CCLBP: The Opponent CCLBP operators
are obtained by computing CLBP independently in all three
channels of the Opponent colour space and by concatenating
the results together. The Opponent colour channels can be
described by the following equation:

R-G

01 V2

R+G—-2B
0, | = | 7" (12)
O R+G+B

where O and O- represent the colour information while O3
represents the intensity information.

Based on Equation (12), the O; and O has shift-invariant
while no invariant properties for the intensity channel Os.
So, the Opponent CCLBP has invariant property against light
intensity changes.

4) Transformed CCLBP: The Transformed-CCLBP is ob-
tained by computing CLBP independently in all three chan-
nels of the Transformed colour space and by concatenating
the results together. The Transformed colour channels can be
described by the following equation:

R’ R—ur
OR
¢ | = %L (13)
’ B—p
B 7035

where ug, ug and pp are the mean values of R ,G and B
channels, respectively, and o, og and op are the standard
deviation of each channel.

The Transformed CCLBP has invariant property against
the light intensity changes and shifts ( scale-invariant and
shift-invariant). This is due to the subtraction and the nor-
malisation as shown in Equation (13). This descriptor is
also invariant to light colour change and shift because the
Transformed colour space has these invariant properties [26],
[29].

5) Ohta CCLBP: The Ohta CCLBP is obtained by com-
puting CLBP independently in all three channels of the Ohta
colour space [30] and by concatenating the results together.
The Ohta colour channels can be described by the following
equation:

I R+§+B
Ll=| rR-B (14)
! G—R—B
I =8

where I represents the intensity component while I’ and
I3’ represent the approximate orthogonal colour components.
The Ohta colour space (only I and I3) has only the shift
invariant property. This is due to the subtraction as shown in
following equation:

I, R-B (R +o01)— (B +o01)
1]\ 26=R=B | 7 | 2(G'+o1)~(R'+01)~(B' +o1) |
3 2 5

R - B
R RS
2

The Ohta colour has not invariant to the light colour
changes and shifts, and to the light intensity changes ( scale
invariant). So, the Ohta-CCLBP has the same properties.

B. Mathematical Models of CCLBP

Similar to Equations (4), (5) and (6), CCLBP operators
can be calculated in each channel as follows:

(CCLBP_Spr)° Z 2°5(ip, — i),
]-7 [ Zicv
sp = e (16)
0, 1p <ig,
(CCLBP_SpR)¢ Z Ps(iy — i),
17 Z.p Z icv
Sy = 17
PUYo, iy <, (a7
P
(CCLBP_Spr)° Z
p=0
17 Z‘p Z icv
Sp = 18
b 0, iy < i, (18)

where C1, C2, and C3 are the colour space channels. The
final CCLBP_S can be calculated as follows.

CCLBP_Spp = [(CLBP_Spr)°" (CLBP_Spr)“?
(CLBP_Sp )% (19)

Similar to equation (5), the CCLBP_M can be calcu-
lated as follows:

CCLBP_Mpp = [(CLBP_Mpg)®" (CLBP_MpR)“?
(CLBP_Mp ) (20)

To construct the remaining operators, the CCLBP_S,
CCLBP_M and CCLBP_C for each colour channel are
combined jointly or hybridized similar to the method that are
explained in Section III. The final CCLBP operators, which
are the concatenation of all colour channel operators, can be
mathematically described as follows:

CCLBP_S/Mp g = [(CLBP_S/Mpr)“*(CLBP_S/Mp r)“*(CLBP_S/Mp r)°?]
(21
CCLBP_S Mpg = [(CLBP_S_Mpg)“*(CLBP_S_Mpg)“*(CLBP_S_Mpr)“?|
(22)
CCLBP_M/Cpr = [(CLBP_M/Cpr)°' (CLBP_M/Cp r)°*(CLBP_M/Cp )%
(23)
CCLBP_S_M/Cp R = [(CLBP_S_M/Cpr)°*(CLBP_S_M/Cpr)°*(CLBP_S_M/Cp r)°?
(24)
CCLBP_S/M/Cpr = [(CLBP_S/M/Cp )  (CLBP_S/M/Cp,r)°*(CLBP_S/M/Cp )]

(25)

V. EXPERIMENTS AND DISCUSSION

Experiments are performed to evaluate the proposed
CCLBP. The OT8 and the Event sport datasets are used in
these experiments.

(Advance online publication: 24 May 2017)
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(a) OT Man-Made images (columns from left to right; highway, inside
city, street and tall building)

Fig. 4. Some images from Oliva & Torralba (OT) dataset.

A. Dissimilarity Measuring Framework

Several metrics are proposed to measure the dissimi-
larity between the two histograms, such as log-likelihood
ratio, histogram intersection, and chi-square statistic. Similar
to [19], these experiments use the chi-square statistic. The
x? distance between two histograms H = h; and K = k;
(where (1 = 1,2,3,...B)) can be mathematically described
as follows:

(26)

B
Dissimilarity,2(H, K) Z ki)
pt hi + k;

These experiments use the nearest neighbourhood classifier
for classification.

B. Experimental Results on OT8 Scene Dataset

The Oliva & Torralba dataset (OT8) has a total 2,688
colour images [32]. The dataset contains eight categories,
namely, coast, forest, mountain, open country, highway,
inside city, tall building, and street. These images are in
JPG format and have an average size of 265 x 265 pixels.
Figure 4 shows some examples of OT8 images. The OT8
scene dataset is used in these experiments to evaluate the
proposed CCLBP and to compare its performance with the
gray CLBP under various training images. In each class,

= (10, 30, 40, 50, 100, 150, 200) is used as training im-
ages, while the remaining images are used as testing images.
The final classification accuracy is determined by the average
percentage over a hundred random splits. The comparison is
performed on different texture patterns, namely, (P = 8 and
R=1),(P=16 and R = 2), and (P = 24 and R = 3).
These patterns are shown in Fig. 5. Figures 7, 8, and 9 exhibit
the performances of the gray CLBP and the proposed CCLBP
operators of these texture patterns.

Figs. 7(a) to 7(f) exhibit the performances of the texture
operators of the R = 1 and P = 8§ texture pattern.
The following observations can be made based on these
figures. Firstly, the gray C'LBP_S has a better classification

(b) OT Natural images (columns from left to right; coast, forest,
mountain and open city)

performance than CCLBP_S. Secondly, gray CLBP_M
operators are approximately similar to all CCLBP_M op-
erators in terms of performance, except for the Opponent
CCLBP_M operator. Thirdly, aside from the Opponent
CCLBP operators, all remaining CCLBP operators have
outperformed the gray CLBP operators. Finally, all Opponent
CCLBP operators have the worst classification performances.
The Transformed CCLBP_S/M/C operator has achieved
the best classification accuracy, which has reached up to
58.49%.

Figs 8(a) to 8(f) show the performances of the texture oper-
ators of the R = 2 and P = 16 texture pattern. The following
observations can be obtained from these figures. Firstly, the
gray CLBP_S and CLBP_M operators have exhibited
better performance than other CCLBP_S and CCLBP_M
operators. Secondly, aside from the Opponent CCLBP oper-
ators, all remaining CCLBP operators have outperformed the
gray CLBP operators. Finally, similar to the performance of
the Opponent CCLBP operators when R = 1 and P = 8,
these operators have exhibited the worst performance except
in Fig. 8(f) where the Opponent CCLBP_S/M/C has
outperformed the gray CLBP_S/M/C as the number of
training images was increased. The RGB CCLBP_S/M/C
operator has achieved the best classification accuracy, achiev-
ing up to 58.07%. Figs. 9(a) to 9(f) show the performances
of the texture operators of the R = 3 and P = 24 texture
pattern. The following observations can be made from these
figures. Firstly, the gray CLBP_S and C LBP_M operators
have a better performance than the other CCLBP_S and
CCLBP_M operators. Secondly, the remaining CCLBP
operators have outperformed their corresponding gray CLBP
operators. As shown in Figs. 9(d) and 9(e), the perfor-
mances of the Opponent CCLBP_S_M/C and the Op-
ponent CCLBP_S/M improved upon increasing the num-
ber of training images. The Opponent CCLBP_S/M has
achieved the best classification accuracy, which has reached
up to 54.17%. Lastly, CCLBP_M/C, CCLBP_S_M/C,
CCLBP_S/M and CCLBP_S/M/C operators have all

(Advance online publication: 24 May 2017)
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Fig. 5. Texture pattern types [31].

(g) Sailing.

Fig. 6. Some images from Event sport dataset.

outperformed the gray CLBP operators. The Transformed
CCLBP_S/M/C operator has achieved the best classifica-
tion accuracy, achieving up to 57.25%. Generally speaking,
the performances of CCLBP operators have outperformed
the gray CLBP operators. Aside from the Opponent CCLBP
operators, the performances of all CCLBP operators are
approximately the same. Table I shows the classification
accuracy results on OT8 database in details.

C. Experimental Results on Event sport Dataset

The Event sport dataset has eight categories, namely,
rowing, badminton, polo, bocce, snow boarding, croquet,
sailing, and rock climbing [33]. Figure 6 shows some ex-
amples of Event sport images. Similar to the OT8 datasets,
the Event sport dataset is used to evaluate the proposed
CCLBP and to compare its performance with the gray CLBP

(Advance online publ

(h) Snowboarding.

under various numbers of training images. In each class
N = (5,10, 20, 30,40, 50, 60) is used as the training images,
while the remaining images are used as testing images. The
final classification accuracy is determined by the average
percentage over a hundred random splits. The comparison
is performed on different texture patterns, namely, (P = 8
and R=1),(P=16 and R = 2), and (P = 24 and R = 3).
Figs. 10, 11 and 12 show the performances of the gray CLBP
and the proposed CCLBP operators.

Figs. 10(a) to 10(f) present the performances of the texture
operators of the R = 1 and P 8 texture pattern.
The following observations can be formulated based on
these figures. Firstly, Opponent CCLBP_S and Oppo-
nent CCLBP_M have performed the worst, whereas the
Transformed CCLBP_S/M/C, HSV CCLBP_S/M/C
and RGB CCLBP_S/M/C have achieved top-ranking per-
formances. Secondly, unlike the other CLBP operators, the

ication: 24 May 2017)
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Fig. 7. Recognition accuracy as a function of the number of training images for OT8 image dataset using the gray CLBP descriptors and the
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TABLE I
CLASSIFICATION RATES (%) ON OT8 DATABASE

R=1,P=8 R=2,P=16 R=3P=24

10 30 40 50 100 150 200 10 30 40 50 100 150 200 10 30 40 50 100 150 200
Gray_CLBP_S 32,67 37.69 38.80 3930 4149 4243 42.87 | 3464 39.11 40.05 4134 4389 4492 4558 | 3421 3933 40.69 4138 43.69 44.61 4457
HSV_CLBP_S 3256 37.07 37.78 38.63 40.71 4149 4144 | 3401 3858 39.53 4043 4277 4343 4328 | 3332 3792 39.02 39.52 4172 42.68 43.13
OHTA_CLBP_S 3275 36.88 37.77 3876 40.66 4141 4144 | 33.92 3837 3951 4044 4275 4347 4348 | 3326 37.80 38.81 39.51 4191 4277 43.00
OPP_CLBP_S 2220 2381 2441 2471 2552 2616 2622 | 2474 2854 2939 30.05 31.84 32.80 3328 | 27.16 31.04 31.88 3249 3455 3536 3597
RGB_CLBP_S 3274 36.88 3777 3875 40.66 4140 4143 | 3391 3836 3941 4032 42.64 4353 4348 | 33.14 37.71 38.82 39.63 41.87 4277 4291
TRANS_CLBP_S 3292 3722 3836 39.07 41.03 41.27 41.34 | 3409 3826 3937 40.03 4266 4344 43.59 | 33.75 3832 39.28 40.01 42.09 43.05 42.92
Gray_CLBP_M 39.03 4259 4335 4387 4549 4601 4572 | 40.15 4328 44.08 4456 4648 4722 4698 | 3850 4227 4329 4375 4541 4586 45.60
HSV_CLBP_M 3877 4238 4340 4395 4573 4634 46.26 | 39.45 42.77 4328 44.14 4581 4642 4645 | 37.60 41.62 4210 4271 4477 4533 4511
OHTA_CLBP_M 39.10 4237 4323 43.69 4563 4633 4628 | 3937 42.61 4345 4409 4585 46.66 4659 | 37.87 4122 4248 4298 4456 4536 4518
OPP_CLBP_M 23.65 2747 2861 29.05 3123 3201 3152|2423 27.79 2895 2952 31.88 3271 33.07 | 2426 2824 29.10 2990 3239 3323 33.64
RGB_CLBP_M 39.10 4233 4324 43.69 4565 4634 4627 | 39.04 4256 4343 4408 4568 4675 46.53 | 37.85 41.64 4225 4296 4465 4543 4531
TRANS_CLBP_M 39.52 4225 4340 4401 4557 4646 4630 | 39.18 42.65 43.68 4396 4570 4671 46.62 | 37.72 41.01 4217 4280 4451 4557 4514
Gray_CLBP_M/C 38.99 4335 4443 45206 4746 4842 4835 | 38.53 4328 4423 4505 47.66 4883 49.19 | 37.78 4199 4301 4390 46.14 4732 4755
HSV_CLBP_M/C 41.71 4648 4764 48.66 51.13 5196 52.63 | 41.30 4582 47.12 47.87 5047 5179 5185 | 4045 4518 46.14 47.22 4958 50.58 50.90
OHTA_CLBP_M/C 41.29 4633 4757 4869 51.04 5217 5233 | 41.12 4590 47.11 48.15 50.54 51.65 S51.81 | 4048 45.17 4628 47.18 49.63 50.77 50.98
OPP_CLBP_M/C 36.88 4239 4338 44.18 4695 47.86 48.09 | 38.19 4294 4426 4523 47.66 4849 4845 | 38.15 43.06 4429 4539 4790 4922 4924
RGB_CLBP_M/C 41.34 4634 4757 48.69 51.02 52.17 5232 | 41.51 46.07 4697 4796 5043 51.64 51.86 | 4041 4508 4632 47.05 49.76 5081 50.91
TRANS_CLBP_M/C 41.23 4655 4757 4849 51.06 5223 5234 | 40.99 4589 47.15 47.92 50.53 51.50 51.65 | 40.85 4531 46.18 47.20 49.55 50.52 50.99
Gray_CLBP_S_M/C 40.28 4514 4625 4726 4996 5111 5154 | 3976 4514 4629 4733 4991 5131 5152 | 39.83 4432 4551 4643 4878 4957 49.74
HSV_CLBP_S_M/C 4259 4773 4889 49.85 5250 53.65 53.94 | 4271 47.65 4899 4980 52.69 5397 5432 | 41.87 47.19 4856 49.03 51.54 5280 5292
OHTA_CLBP_S_M/C 42779 4777 4880 49.66 5250 5352 54.04 | 43.08 48.03 4890 49.80 52.69 53.79 5438 | 42.19 4727 4832 49.15 51.60 52.60 52.87
OPP_CLBP_S_M/C 3546 40.74 4223 4277 4544 4642 4653 | 36.55 42.61 4398 4499 48.06 4943 49.84 | 3750 4339 4487 46.09 49.02 5048 50.69
RGB_CLBP_S_M/C 4276 47779 4880 49.68 5253 53.53 54.06 | 42.63 4778 4898 50.01 5249 5385 54.07 | 42.09 47.13 4829 49.19 51.50 52.60 52.83
TRANS_CLBP_S_M/C | 4220 47.79 4892 4995 5228 5332 53.71 | 42.62 4778 4898 49.81 5236 53.60 53.89 | 42.10 4722 4835 49.15 5135 52.66 52.62
Gray_CLBP_S/M 4243 4785 4928 5022 53.05 5437 5465 | 4271 4798 4937 5042 5276 5387 5425 | 42.18 47.18 4871 4949 5170 5247 5278
HSV_CLBP_S/M 43.10 4868 50.04 51.03 5380 55.14 5558 | 43.78 48.88 5032 5122 5393 5496 55.11 | 42.68 4797 4891 4979 5221 5331 5342
OHTA_CLBP_S/M 4286 48.63 50.00 51.12 53.80 55.17 55.70 | 43.36 4892 5035 5136 5379 54.88 54.99 | 4290 47.56 4897 49.74 52.17 5321 53.31
OPP_CLBP_S/M 3488 40.64 42.03 43.15 46.13 4732 4755 | 38.19 4470 4623 4750 50.69 52.29 5294 | 40.03 46.10 47.62 4896 5220 53.79 54.17
RGB_CLBP_S/M 42.81 48.65 4999 S51.11 5379 5518 5568 | 43.59 49.04 50.18 51.20 53.81 5492 5488 | 42.56 4772 4892 49.86 52.19 5320 5338
TRANS_CLBP_S/M 43.06 48.63 50.13 51.11 53.83 55.19 5560 | 43.53 4874 50.13 51.13 53.75 5474 54.64 | 42.74 4782 49.02 50.19 5247 5371 54.00
Gray_CLBP_S/M/C 43.18 4847 4994 51.04 5381 5527 5583 | 4248 4849 4970 5046 5325 5453 5485 | 42.01 47.19 4840 4931 52.14 5342 5361
HSV_CLBP_S/M/C 45.15 5071 52.04 53.03 5612 57.63 5791 | 4470 5035 51.54 5279 5569 5741 5793 | 4403 4929 5057 5177 5475 5627 57.12
OHTA_CLBP_S/M/C 45.11 50.74 52.08 53.16 56.01 57.65 58.13 | 4480 5038 51.68 52.80 5572 57.28 58.05 | 43.78 4921 50.62 51.76 54.67 5641 56.87
OPP_CLBP_S/M/C 38.39 45.14 4633 4726 5024 51.77 5235 | 4145 4734 4893 50.06 53.60 55.17 5581 | 42.60 4824 49.60 50.75 5456 56.08 57.12
RGB_CLBP_S/M/C 45.17 5072 52.08 53.16 56.00 57.65 58.15 | 45.18 5024 5146 5297 5570 5723 58.07 | 4390 4939 50.59 51.59 5495 5620 56.93
TRANS_CLBP_S/M/C | 4473 50.83 5222 5295 5622 57.59 5849 | 4483 5031 5142 5274 5584 57.08 57.89 | 4444 4929 5048 5195 5468 5635 57.25

Opponent CCLBP_M/C operator has outperformed the while the remaining CCLBP operators have outperformed

gray CLBP_M/C and remaining CCLBP_M/C opera-
tors. Thirdly, the gray CLBP_M/C and CLBP_S/M/C
operators have performed worse than all CCLBP_M/C
and CCLBP_S/M/C operators, respectively. Lastly, the
performances of the gray CLBP_S_M/C and the Op-
ponent CCLBP_S_M/C operators are approximately
the same and have performed worse than the re-
maining CCLBP_S_M/C operators. The Transformed
CCLBP_S/M/C operator has achieved the best classifi-
cation accuracy, which reached up 52.11%, while the gray
CLBP_S_M/C operator has achieved 48.86% classifica-
tion accuracy.

Figs. 11(a) to 11(f) show the performances of the texture
operators of the R = 2 and P = 16 texture pattern. The
following observations can be obtained from these figures.
Firstly, the gray CLBP_M operator has outperformed all
CCLBP_M operators, while the remaining gray CLBP
operators have performed worse than the other CCLBP oper-
ators, except for the gray CLBP_S that has performed better
than the Opponent CC'LBP_S operator. Secondly, aside
from the Opponent CCLBP_S and Opponent CCLBP_M
operators, the remaining Opponent CCLBP operators have
outperformed the gray CLBP and the other CCLBP opera-
tors. Finally, the Opponent CCLBP_S/M/C operator has
achieved the best classification accuracy, which has reached
up to 53.54%, and is closely followed by the Transformed
CCLBP_S/M/C, which has achieved a 52.84% classifica-
tion accuracy.

Figs. 12(a) to 12(f) demonstrate the performances of the
texture operators of the R = 3 and P = 24 texture
pattern. The following observations can be obtained from
these figures. Firstly, the responses of the CLBP operators
are nearly similar to their responses of the R = 2 and P = 16
texture pattern, except for the Opponent CCLBP_S_M/C
and Opponent CC LBP_S/M operators, which have outper-
formed the other CLBP operators. Secondly, only the gray
CLBP_M has outperformed the CCLBP_M operators

the remaining gray CLBP operators. Lastly, the Opponent
CCLBP_S/M/C operator has achieved the best classifi-
cation accuracy, which has reached up to 55.05%, and is
followed by the Transformed CCLBP_S/M/C at 52.49%
classification accuracy. Table II shows the classification accu-
racy results on Event database in details. Generally speaking,
the CCLBP operators have outperformed the gray CLBP
operators.

Overall, the CCLBP_S/M/C operators have achieved
the best classification accuracy in both OT8 and Event Sport
experiments. Table III summarizes the CCLBP_S/M/C
operators results. In OT8 experiments, The best classi-
fication accuracy that is achieved using the gray CLBP
operators is 55.83% by CLBP_S/M/C; s, and 58.49%
by Transformed CCLBP_S/M/Cy 5. On the other hand,
the Opponent CCLBP_S/M/C3 24 has achieved the best
classification accuracy in Event Sport experiments, which
reached up 55.05%, while the best classification accuracy
that is achieved using the gray CLBP operators is 49.85%
by CLBP_S/M/CQJ(;.

VI. CONCLUSION

This paper incorporated the Completed Local Binary Pat-
tern (CLBP) with different colour information to enhance its
photometric invariance and its discriminating property. Five
novel multi-scale colour CLBP (CCLBP) texture descriptors
were proposed and evaluated for image categorisation. OT8
and Event sport datasets were used to evaluate the proposed
CCLBP and to compare it with the gray CLBP. The results
attested to the superiority of the proposed CCLBP over the
original gray CLBP.

VII. FUTURE WORK

In the future work, the late fusion features strategy will be
used to combine all the proposed colour CCLBP (CCLBP).
In addition, the proposed CCLBP will combined with differ-
ent descriptors such as SIFT, and CLTP.

(Advance online publication: 24 May 2017)
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proposed CCLBP descriptors when R=1 and P=8 10(a) CLBP_S and CCLBP_S. 10(b) CLBP_M and CCLBP_M. 10(c) CLBP_M/C and CCLBP_M/C.

10(d) CLBP_S_M/C and CCLBP_S_M/C. 10(e) CLBP_S/M and CCLBP_S/M. 10(f) CLBP_S/M/C and CCLBP_S/M/C.
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Recognition accuracy as a function of the number of training images for Event sport image dataset using the gray CLBP descriptors and the
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TABLE 11

CLASSIFICATION RATES (%) ON EVENT DATABASE

IEEE Transactions on Image Processing, vol. 21, no. 5, pp. 2874—
2886, May 2012.

R=1,P=8 R=2,P=16 R=3P=24
5 1020 30 40 50 60 5 1020 30 49 50 60 5 10 20 30 40 50 60
Gray_CLBP_S 7501 2988 3474 3826 40.14 4172 4308 | 2411 2807 3273 3588 3798 3951 4100 | 23.00 27.22 3127 3404 3626 3792 3929
HSV_CLBP_S 2534 2909 3465 37.87 39.68 4126 4296 | 23.64 2828 3260 3605 38.10 39.89 4114 | 2266 2666 3071 3379 3583 37.58 38.85
OHTA_CLBP_S 2499 2935 3451 3758 39.85 4149 42.69 | 2324 2797 3257 3557 37.97 3959 4115 | 2226 2618 3083 3386 3615 37.68 38.89
OPP_CLBP_S 2070 2345 2671 2883 3041 3135 3237 | 21.67 2495 2881 3115 3278 3454 3550 | 2253 2598 3046 3356 3523 37.08 38.14
RGB_CLBP_S 2502 2949 3447 37.69 40.10 4161 4305 | 23.32 2802 3261 3562 37.85 3954 4094 | 2264 2637 3028 3381 3600 37.51 39.10
TRANS_CLBP_S 2528 2970 34.63 37.51 39.66 4117 42.65 | 23.82 27.82 3279 3561 37.80 3959 4136 | 22.11 2654 3129 3377 3613 37.56 3930
Gray_CLBP_M 2441 2833 3300 3604 38.03 3986 41.26 | 2523 2997 3507 3801 3993 41.60 4303 | 2629 30.62 3521 3793 3989 41.54 42.62
HSV_CLBP_M 2406 2812 3305 3570 37.80 39.86 40.95 | 2516 2932 3410 37.08 39.11 4070 4202 | 25.60 29.39 3435 3695 3889 4044 41.59
OHTA_CLBP_M 2383 2787 3254 3582 3757 3936 4100 | 25.19 2906 3375 37.14 3894 4062 4202 | 2562 29.54 3423 3705 3878 4043 4174
OPP_CLBP_M 1990 2359 27.63 3030 3221 3396 3495 | 2071 2423 2825 30.69 3299 3446 3555 | 2145 2467 2914 3148 3324 3497 3599
RGB_CLBP_M 2382 2828 3288 3570 3793 3972 4149 | 2524 2921 3391 3679 3891 4046 4192 | 2527 2981 3419 3726 3887 40.61 4176
TRANS_CLBP_M 2426 28.14 3318 3565 38.00 3979 40.72 | 2562 2936 3442 3695 3927 4075 4201 | 2604 29.88 3420 3737 39.18 4039 4175
Gray_CLBP_M/C 2447 2795 3236 3528 3757 3923 4069 | 2577 2958 3385 3691 3884 4070 4217 | 2639 2085 3410 3736 3890 4043 4195
HSV_CLBP_M/C 2607 3035 3616 3041 4226 4427 4632 | 2699 3123 3649 3978 4237 4433 4600 | 2717 3162 3690 4026 4276 4448 46.17
OHTA_CLBP_M/C 2629 3052 3576 30.65 4221 4443 4624 | 2660 3110 3621 3991 4239 4459 4619 | 27.24 3194 3683 40.13 4248 4438 4575
OPP_CLBP_M/C 2656 3179 3736 4142 4413 4629 4825 | 27.03 3251 3878 4254 4523 4754 49.08 | 2745 3263 30.17 4307 4571 47.98 49.70
RGB_CLBP_M/C 2629 3037 3595 3949 4251 4434 4609 | 2689 3134 3654 3981 4236 4446 4604 | 27.12 3174 3685 4009 4253 44.15 45.84
TRANS_CLBP_M/C | 2605 3029 3595 39.68 4245 4440 4645 | 27.11 3099 36.67 4003 4236 44.34 4585 | 27.11 3196 3676 4042 4267 4438 45.82
Gray_CLBP_S_M/C 2633 3080 3580 3921 4201 4355 4534 | 27.16 3155 3668 3988 42.16 44.12 4570 | 2730 31.60 3641 3990 4191 4379 45.10
HSV_CLBP_S_M/C 2750 3258 3795 4176 4475 4647 4884 | 2779 32.67 3842 4221 4446 4631 4823 | 27.95 3263 3794 4203 4429 4616 4775
OHTA_CLBP_S_M/C | 27.24 3234 38.10 4180 4475 4692 4856 | 2747 3270 3835 4160 44.63 4623 48.12 | 28.19 3276 37.88 41.66 44.11 4633 48.02
OPP_CLBP_S_M/C 2553 3017 3565 3032 4201 4398 4561 | 2665 3129 3743 41.04 4397 4633 4786 | 2649 3207 30.12 4324 4618 4867 5053
RGB_CLBP_S_M/C | 27.19 3228 3788 41.64 4473 47.07 4860 | 27.59 3262 38.14 4185 4446 4628 4806 | 27.97 3281 3824 4167 4449 4644 48.14
TRANS_CLBP_S_M/C | 27.40 3246 3798 4206 44.36 4678 4870 | 27.99 3272 3836 4193 4404 4667 4830 | 27.83 3266 3812 41.54 4437 4645 47.98
Gray_CLBP_S/M 2756 3235 3842 4176 4407 4602 47.76 | 28.14 33.69 3865 4211 4420 4654 4799 | 2843 3308 3822 4130 4334 4559 47.01
HSV_CLBP_S/M 27.62 3255 3874 4203 4468 4696 4821 | 27.75 3335 3932 4242 4497 4700 4885 | 27.66 3277 3803 4181 4421 4593 47.88
OHTA_CLBP_S/M 27.14 3299 3844 4218 4452 4676 4824 | 2828 33.10 3860 4199 4499 4676 4856 | 2731 3271 3806 41.63 4411 4637 47.72
OPP_CLBP_S/M 2553 29.65 3002 4136 4366 4529 | 2670 3233 3837 4244 4525 4746 49.10 | 27.30 3273 39.81 4345 4643 4861 50.54
RGB_CLBP_SM 2768 3279 4189 4495 4659 48.60 | 27.79 33.07 3875 4227 44.88 4693 4842 | 27.55 3277 3840 4161 4442 4661 48.05
TRANS_CLBP_S/M | 27.54 32.90 4248 4482 4680 4838 | 2810 3332 30.00 4248 4522 4748 4853 | 2862 33.16 38.68 41.68 44.28 4644 4820
Gray_CLBP_S/M/C /4T 3322 1242 4497 4716 4886 | 2930 3415 40.17 4331 46.17 4826 49385 | 2880 3394 3060 4304 4558 4767 4924
HSV_CLBP_S/M/C 2027 3458 4073 4460 4765 49.94 5206 | 29.87 3555 4192 4574 4853 5075 5268 | 29.85 3543 4137 4538 4838 5039 5239
OHTA_CLBP_S/M/C | 2920 3435 4077 4433 4739 4981 5164 | 3026 3590 4195 4555 4853 5071 5268 | 30.19 3567 4175 4542 4837 5042 5221
OPP_CLBP_S/M/C 2749 3272 3918 43.04 46.18 4834 5022 | 2881 3468 4135 4633 49.01 5171 5354 | 29.19 3585 4295 4734 5060 5301 55.05
RGB_CLBP_S/M/C 2066 3465 4090 4441 4772 4976 S1.87 | 2997 3535 4180 4545 4878 5083 5240 | 29.99 3557 4173 4527 4824 5047 5245
TRANS_CLBP_S/M/C | 29.19 3473 4098 4501 4804 5029 5211 | 3047 3545 41.82 4583 4875 50.94 52.84 | 30.16 3545 4145 4581 4869 5047 52.49
TABLE III ) . o
THE GRAY CLBP AND CCLBP_S/M/C OPERATORS CLASSIFICATION [6] Z. Xia, C. Yuan, X. Sun, D. Sun, and R. Lv, “Combining wavelet
ACCURACY RESULTS transform and LBP related features for ﬁngerprmt liveness detection,”
IAENG International Journal of Computer Science, vol. 43, no. 3, pp.
Descriptor | Dataset | P=8.R=1 _P=16R=2 _P=24 R=3 290-298, 2016. _
Gray_CLBP_S/M/C OT8 55.83 54.85 53.61 [71 B.-Y. Park, H.-H. Kim, and B.-W. Hong, “A multilabel texture seg-
HSV_CLBP_S/M/C 57.91 57.93 57.12 mentation based on local entropy signature,” Mathematical Problems
OHTA_CLBP_S/M/C 58.13 58.05 56.87 in Engineering, vol. 2013, Article ID 651581, 6 pages, 2013.
OPP_CLBP_S/M/C 52.35 55.81 57.12 [8] J. Xiao, J. Hays, K. Ehinger, A. Oliva, and A. Torralba, “SUN
RGB_CLBP_S/M/C 58.15 58.07 56.93 database: Large-scale scene recognition from abbey to zoo,” in Pro-
TRéstgEggfgﬁg g 5 S Zggz iggg Z;ii ceedings of the 2010 IEEE Computer Society Conference on Computer
ray_ — vent Sport : : : Vision and Pattern Recognition, 2010, pp. 3485 —3492.
HSV_CLBP_S/M/C 52.06 52.68 52.39
OHTA CLBP_S/M/C 5164 5268 5291 [9] T. H. Rassem, M. E. Mohammed, B. E. Khoo, and N. M. Makbol,
OPP_CLBP_S/M/C 50.22 53.54 55.05 Performance evaluation of completed local terpary patte.rns (CLTP)
RGB_CLBP_S/M/C 51.87 52.40 52.45 for medical, scene and event image categorisation,” in Software
TRANS_CLBP_S/M/C 52.11 52.84 52.49 Engineering and Computer Systems (ICSECS), 2015 4th International
Conference on. 1EEE, 2015, pp. 33-38.
[10] I. K. E. P. M. H. Ingrid Nurtanio, Eha Renwi Astuti and M. H.
Purnomo, “Classifying cyst and tumor lesion using support vector
ACKNOWLEDGMENT machine based on dental panoramic images texture features,” JAENG
International Journal of Computer Science, vol. 40, no. 1, pp. 29-37,
. . 2013.

The authors would like to thank the anonymous reviewers [11] J. Zhang and T. Tan, “Brief review of invariant texture analysis
for their helpful comments and suggestions. This work is methods,” Pattern Recognition, vol. 35, no. 3, pp. 735 — 747, 2002.
supported by the Universiti Malaysia Pahang (UMP) via [12] E Reed and J. D“b“}fv A reVlZ“"/G"IfPre;em te’l‘]‘uzle Seg“:;'_ma“o‘; 35“7‘1

eature extraction techniques,” : Image Understanding, vol. 57,
Research Grant UMP RDU160349. no. 3, pp. 359 — 372, 1993.
[13] T. Ojala, M. Pietikinen, and D. Harwood, “A comparative study of
texture measures with classification based on featured distributions,”
Pattern Recognition, vol. 29, no. 1, pp. 51 — 59, 1996.
REFERENCES 4 gririon, pp- 51 = 5% .
[14] T. Ojala, M. Pietikainen, and T. Maenpaa, “Multiresolution gray-scale
and rotation invariant texture classification with local binary patterns,”
[1] X. Wang, T. Han, and S. Yan, “An HOG-LBP human detector with IEEE Transactions on Pattern Analysis and Machine Intelligence,
partial occlusion handling,” in Proceedings of 12th IEEE International vol. 24, no. 7, pp. 971-987, July 2002.
Conference of Computer Vision, 2009, pp. 32-39. [15] J.-Y. Choi, Y.-M. Ro, and K. Plataniotis, “Color local texture features
[2] A. A. Fathima, S. Vasuhi, N. N. Babu, V. Vaidehi, and T. M. Treesa, for color face recognition,” IEEE Transactions on Image Processing,
“Fusion framework for multimodal biometric person authentication vol. 21, no. 3, pp. 1366-1380, 2012.
system,” JAENG International Journal of Computer Science, vol. 41,  [16] M. Heikkil, M. Pietikinen, and C. Schmid, “Description of interest
no. 1, pp. 18-31, 2014. regions with center-symmetric local binary patterns,” in Proceedings
[3] T. H. Rassem, N. M. Makbol, and S. Y. Yee, “Face recognition of 5th Indian Conference of Computer Vision, Graphics and Image
using completed local ternary pattern (CLTP) texture descriptor,” Processing, 2006, vol. 4338, pp. 58-69.
International Journal of Electrical and Computer Engineering, vol. 7, [17] S. Liao, M. Law, and A. Chung, “Dominant local binary patterns
no. 3, 2017. for texture classification,” IEEE Transactions on Image Processing,
[4] M.-H. Tsai, Y.-K. Chan, J.-S. Wang, S.-W. Guo, and J.-L. Wu, vol. 18, no. 5, pp. 1107-1118, May 2009.
“Color-texture-based image retrieval system using gaussian markov ~ [18] X. Tan and B. Triggs, “Enhanced local texture feature sets for face
random field model,” Mathematical Problems in Engineering, vol. recognition under difficult lighting conditions,” IEEE Transactions on
2009, Article ID 410243, 17 pages, 2009. Pattern Analysis and Machine Intelligence, vol. 19, no. 6, pp. 1635-
[5] S. Murala, R. P. Maheshwari, and R. Balasubramanian, “Local tetra 1650, June 2010.
patterns: A new feature descriptor for content-based image retrieval,”  [19] Z. Guo, L. Zhang, and D. Zhang, “A completed modeling of local

binary pattern operator for texture classification,” IEEE Transactions
on Image Processing, vol. 19, no. 6, pp. 1657-1663, Jun 2010.

(Advance online publication: 24 May 2017)



TAENG International Journal of Computer Science, 44:2, IJCS 44 2 09

[20] T. H. Rassem and B. E. Khoo, “Completed local ternary pattern for
rotation invariant texture classification,” The Scientific World Journal,
vol. (2014), , 10 pages.

[21] X. Qi, G. Zhao, L. Shen, Q. Li, and M. Pietikinen, “Load: Local
orientation adaptive descriptor for texture and material classification,”
Neurocomputing, vol. 184, pp. 28 — 35, 2016.

[22] C. Zhu, C.-E. Bichot, and L. Chen, “Multi-scale color local binary
patterns for visual object classes recognition,” in Proceedings of 20th
International Conference on Pattern Recognition, 2010, pp. 3065—
3068.

[23] S. Banerji, A. Verma, and C. Liu, “Novel color LBP descriptors
for scene and image texture classification,” in Proceedings of 15th
International Conference on Image Processing, Computer Vision, and
Pattern Recognition, 2011, pp. 537-543.

[24] N. Dalal and B. Triggs, “Histograms of oriented gradients for human
detection,” in Proceedings of the 2005 IEEE Conference on Computer
Vision and Pattern Recognition, 2005, pp. 886-893.

[25] A. Abdel-Hakim and A. Farag, “CSIFT: A sift descriptor with color
invariant characteristics,” in Proceedings of the 2006 IEEE Computer
Society Conference on Computer Vision and Pattern Recognition,
2006, pp. 1978 — 1983.

[26] K. van de Sande, T. Gevers, and C. Snoek, “Evaluating color descrip-
tors for object and scene recognition,” /[EEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 32, no. 9, pp. 1582 —1596,
2010.

[27] A. Gijsenij, T. Gevers, and J. Van De Weijer, “Improving color
constancy by photometric edge weighting,” IEEE Transactions on
Pattern Analysis and Machine Intelligence,, vol. 34, no. 5, pp. 918—
929, 2012.

[28] J. Van De Weijer, T. Gevers, and A. D. Bagdanov, “Boosting color
saliency in image feature detection,” Pattern Analysis and Machine
Intelligence, IEEE Transactions on, vol. 28, no. 1, pp. 150-156, 2006.

[29] C. G. Snoek, K. E. van de Sande, X. Li, M. Mazloom, Y.-G. Jiang,
D. C. Koelma, and A. W. Smeulders, “The mediamill TRECVID 2011
semantic video search engine,” in Proceedings of the 9th TRECVID
Workshop, 2011.

[30] Y.-I. Ohta, T. Kanade, and T. Sakai, “Color information for region
segmentation,” Computer Graphics and Image Processing, vol. 13,
no. 3, pp. 222 — 241, 1980.

[31] O. Ghita, D. Ilea, A. Fernandez, and P. Whelan, “Local binary patterns
versus signal processing texture analysis: a study from a performance
evaluation perspective,” Sensor Review, vol. 32, no. 2, pp. 149-162,
2012.

[32] A. Oliva and A. Torralba, “Modeling the shape of the scene: A
holistic representation of the spatial envelope,” International Journal
of Computer Vision, vol. 42, no. 3, pp. 145-175, May 2001.

[33] L.-J. Li and L. Fei-Fei, “What, where and who classifying event by
scene and object recognition?” in /1th International Conference in
Computer Vision, 2007, pp. 1-8.

(Advance online publication: 24 May 2017)





