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Abstract—Neural networks, and in particular recurrent neu-
ral networks (RNNs) have recently been shown to give a state-of-
the-art performance on some text classification tasks. However,
most existing methods assume that each word in a sentence
contributes the same importance, it is different from the real
world. For example, if we do sentiment analysis, the word
”awesome” is much more important than any other words
in the sentence ”This movie is awesome”. Motivated by this
deficiency and in order to achieve a further performance,
in this paper, a Stacked Residual RNN with Word Weight
method is proposed, we extend the stacked RNN to a deep
one with residual network architecture and introduce a word
weight based network to consider the weight of each word. Our
proposed method is able to learn high the hierarchical meaning
of each word in a sentence and consider the weight of each
word for text classification task. Experimental result indicates
that our method achieves high performance compared with the
state-of-the-art approaches.

Index Terms—Recurrent Neural Networks, Word Weight,
Text Classification, Residual Networks, Long Short-Term Mem-
ory

I. INTRODUCTION

TEXT classification is one of the main research areas
in natural language processing, in which one needs to

assign a label to each sentence. It has been widely used
in some applications including sentiment analysis [1] [2],
question type classification [3] [4] and topic type labeling
[5] [6]. Sentence modeling is an important step in natural
language processing for representing phrases and sentences
into meaningful feature vectors which can be used for the
classification task. Machine learning related methods have
been widely used in text classification area.

The traditional methods for sentence modeling are based
on bag-of-words (BOW) models, these methods concentrate
on constructing hand-crafted features [1] such as representing
words by one-hot vectors, and then use a linear model or
kernel methods to classify text data [7]. But BOW models do
not consider the order of words. For example, the sentence
”Michael loves Jane” is different from the sentence ”Jane
loves Michael” while they have the same representations
by using BOW model. Distributed representations were pro-
posed by [8] and has become popular for been developed
in the context of statistical language modeling by [9] which
tried to represent each word in a dense and low dimensional
vector. Moreover, [10] introduced an unsupervised method
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to learn representations from variable-length pieces of texts.
Recently, neural networks, and in particular Recurrent Neural
Networks (RNNs) [11] have been found successfully in
learning text representations and been shown to give a state-
of-the-art performance on some text classification tasks.
RNNs are effective tools for sequence modeling tasks which
are able to process a sequence of arbitrary length of sentence.
RNNs with Long Short-Term Memory networks (LSTMs)
structure [12] have a modified hidden state update which
can more effectively capture long-term dependencies than
standard RNNs. LSTMs have been widely used in many
sequence modeling and prediction tasks, especially speech
recognition [13], handwriting recognition [14] and machine
translation [15].

Although recurrent neural networks based classifiers can
get high performance in many text classification tasks [16]
[17], one shortcoming of these neural text classification
models is that they do not consider the different importance
of each word in a sentence. For example, in the sentence
”Today is so great”, the word ”great” is much more important
than any other words for deciding polarity in sentiment
analysis task.

In this paper, we propose a power of deep neural network
approach for text classification. The method has a special
architecture called Word Weight Network which can consider
the contribution of different words in a sentence. Word
Weight Network has the ability to learn the weight of word
during the training procedure. Specifically, the output of the
previous layer will not input to next layer directly in stacked
RNN, the input of the previous layer will be trained in
another network as word weight, and then it will multiply
back to be the input of next layer. Besides, inspired by
the high performance of Residual Networks (ResNets) [18]
for training deep neural networks, we introduce a residual
mechanism to improve the performance of stacked RNN.
The Residual Network is an intriguing network which can
overcome the disadvantage of vanishing gradients, exploding
gradients and difficulties during the training process due to
the increasing network depth in image recognition task.

The entire model is trained end-to-end with cross-entropy
loss. The experiment results show that our model can achieve
competitive accuracy. The main contributions of this work
are as follows:

• We present a neural network approach which is able to
learn the high hierarchical meaning of each word. It can learn
different word weight from sentence during the training in
text classification task.

• We demonstrate results on several text classification
tasks. The empirical results show that our model can improve
the accuracy of classification and outperforms state-of-the-art
methods on three tasks.

• Our model can be trained end-to-end from input-output



pairs which mean that there is no additional artificial inter-
vention required.

II. RELATED WORKS

A. Neural Networks

In recent years, deep learning has become famous in a
wide variety of domains. It tries to simulate the human brain
with artificial neural networks (ANNs) which can create
a hierarchy of representations from data with its complex
structures and multiple-layer models [19]. Convolutional
Neural Networks (CNNs) [20] are a category of Neural
Networks that have been proven to be able to achieve
the best performance in computer vision [21] [22]. The
convolution operation of CNNs can automatically capture
the local dependencies from temporal or spatial data [23].
Recent research shows that CNNs can also be applied to NLP
field, it can extract n-gram features at different positions of
a sentence through convolutional filters and can learn short
and long-range relations through pooling operations [24].
Recurrent Neural Networks (RNNs) [11] are a kind of neural
networks which have the ability to map vectors of a sequence
of arbitrary length to a fixed-length vector. RNNs use hidden
state to save the memory of all the previous information from
the sequence. RNNs are well suited to processing sequential
data.

B. Text Classification

Classification task is the basic research in NLP area. A
supervised classification algorithm allows us to access the
data labels during the training and testing steps.

Deep learning based methods have achieved great results
on text classification tasks. [10] proposed the Paragraph Vec-
tor method for representations of sentences and documents.
[25] constructed a Character-level Convolutional Networks
for doing text classification. [26] proposed a Convolutional
Neural Networks for Sentence Classification which consider
each word as n-gram to do embedding operation. [27] pro-
posed a scheme for embedding learning of small text regions
which is based on the idea of two-view semi-supervised
learning. RNN models can achieve high performance on
text related tasks. [28] first used RNNs for sequence text
task. [29] propose Bidirectional Long Short-Term Memory
with word embedding for text which contains richer syn-
tactic and has a strong intrinsic dependency between words
and phrases. [30] introduced a model to learn vector-based
document representation in a unified, bottom-up fashion for
sentiment classification. [31] utilized a Recurrent Convo-
lutional Neural Networks method which use Convolutional
and Recurrent Networks to capture the feature of contextual
information to learn word representations. [32] proposed an
intuitive approach to learn distributed word representations
with Bi-LSTM.

We also mentioned that there are some novel methods for
the related classification task. [33] introduced a method to
expand short texts based on word embedding clustering and
convolutional neural network. [34] used Multi-Task Learning
methods to construct the model.

III. A STACKED RESIDUAL RNN MODEL

Our model assumes that each word in a sentence doesn’t
have the same importance, which means the output of the
previous LSTM will not be the input of the next LSTM
directly in stacked network.

In this model, it can consider the output weight of each
word during the training, and inspired by the architecture of
ResNets, we combine the idea of ResNets into our model
for the sake of gradient vanish problem when the network is
very deep.

The overall architecture of the Stacked Residual Recurrent
Neural Network with Word Weight model (SRWW-RNN)
is shown in Figure 1. As we can see, the left part of the
model is called Word Weight Network part. This part takes
responsibility for training the weight of each word. Utilizing
the idea of Residual Networks, in the right part of model, we
can see the input of the previous layer can add with the input
of next layer directly, this is called short connections (The
input and output are of the same dimensions). Therefore, the
right part of this model is called Word Residual Network
part.

A. Word Weight Network

Word Weight Network has the ability to learn the weight
of each word. We believe that the word weight is very
important in text categorization task, the label of the sentence
is often determined by several key words. We focus on
constructing this network by using fully-connected highway
network [35] and Bidirectional LSTM (Bi-LSTM) [36]. The
standard LSTM is updated as follows:
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where x
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are the input of each time step t, W
j
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are
the weight matrices and b

j

are the bias vectors, for j 2
{i, f, c, o}. � denotes the sigmoid activation function and �
denotes element-wise multiplication. The forget gate controls
how much of the previous state is going to be thrown away,
the input gate controls how much of newly state will be
updated, and the output gate controls how much of the
internal memory state will be output.

The Bi-LSTM is a variant of LSTM. It contains not only
the forward

����!
LSTM which reads the word from the beginning

of a sentence to the end of a sentence but also the backward ����
LSTM which reads the word from the end of a sentence to
the beginning of a sentence:
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where h
t,Bi�LSTMW is the hidden state of the Bi-LSTM

in word weight module which combines the forward and
backward hidden states at each time step. Conventional
standard LSTMs only utilize the previous context with no



Fig. 1. The instance of Stacked Residual Bi-LSTM with Word Weight Networks. (The left part is the word weight training module and the right part is
the word residual module.)

exploitation of future context, Bi-LSTMs utilize both the
previous and future context.

The output of Bi-LSTM will be trained in fully-connected
highway network as the word weight:
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where W and W̃ are the weight matrices, b and b̃ are the
bias vectors. ReLU [37] denotes the activation function. G

t

is the transform gate, it can be used to control how much
transformation of output is applied. C

t

is the carry gate, this
gate controls how much of the output can just be carried. O

t

is the output of Word Weight Network.

Fig. 2. An illustration of Bidirectional LSTM network.

B. Word Residual Network

The right part of Figure 1 shows the Word Residual
Network of this model. As we can see, at each layer, the input
of Bi-LSTM and the output of Bi-LSTM can be summed
directly. The notion of Residual Networks (ResNets) was first
introduced by [18] in image recognition area. The main idea
of ResNets is to connect some of the layers with shortcuts,
which can avoid vanishing gradients and exploding gradients
problems, these problems may happen in very deep networks.
With the increasing depth of networks, ResNets can improve
the accuracy of deep networks.

The shortcut connections have the ability to explicitly let
these layers fit a residual mapping with the help of identity
transformation. The residual block defined as:

F (x
i�1,t) = O

t

(14)
x
i,t

= ReLU(F (x
i�1,t) + id(x

i�1,t)) (15)

where F (·) function represents the Bi-LSTM transformation
from x

i�1,t layer to x
i,t

at each time step t, id(·) is an
identity mapping function. ReLU is the activation function
for output of Word Residual block.

Although the derivation of Residual Networks is from
image recognition area, inspired by its special architecture,
we introduce it in our Stacked Bidirectional LSTM when
the layers of Stacked Bi-LSTM are deep. The gradients and
features which were learned in lower layers can pass through
by the identity transformations id(·) in Word Residual Net-
works.



Fig. 3. The left image is a residual block in Word Residual Networks. The
right image is an illustration of Word Residual Networks.

C. Stacked Residual Bi-LSTM with Word Weight Network
We extend our model to stacked one. Stacked based Bi-

LSTM is the vertical multi-layer structure, the output of the
lower layer will be the input of the upper layer. By using
the stacked based structure, it is possible to achieve different
levels of deep abstraction. There are some researches show
that the deep hierarchical LSTM based model can be more
efficient in representing some functions than a shallow one
[38] [39].

The max-pooling vector of the output of Bi-LSTM can be
used as the representation of the sentence. We add a linear
transformation layer to transform vector to another vector
which dimension is label number C. Then, we add softmax
layer to achieve conditional probabilities:
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The target of the model is to predict label ŷ(i)
j

for each
sentence. We train the model over the training examples by
minimizing the cross-entropy:

L(w) =
mX

i=1

KX

k=1

1{y(i) = k}log(ŷ(i)
j

) (17)

where 1{·} is indicator function so that 1{true}=1, and
1{false}=0. m is the number of training examples. y(i) 2
{1, 2, . . .K} is true label of each sentence and K is the num-
ber of possible labels. ŷ(i)

j

2 [0, 1] is estimated probabilities
of each sentence of each label.

We use Adam[40] stochastic gradient descent optimizer to
update the parameters and use accuracy metric to evaluate
the performance of our model:

accuracy =
TN + TP

TN + TP + FN + FP
(18)

where:
TP: correctly predicted positive samples.
TN: correctly predicted negative samples.
FP: positive samples that incorrectly predicted.
FN: negative samples that incorrectly predicted.

IV. EXPERIMENTAL SETUP

A. Datasets

To show the effectiveness of our model, we choose four
different text classification tasks to evaluate our Stacked
Residual with Word Weight architecture.

SST-1: The movie reviews consist of 11855 movie reviews
with five labels: very negative, negative, neutral, positive,
and very positive in Stanford Sentiment Treebank[41]. The
dataset is split into train (8544), dev (1101), and test (2210)
for the fine-grained classification task.

SST-2: The movie reviews with binary labels by removing
neural labels from the Stanford Sentiment Treebank. The
dataset is split into train (6920), dev (872), and test (1821)
for the binary classification task.

TREC: We choose the TREC [4] which is a question
type classification benchmark. TREC consists of 6 classes,
including location, human, entity, abbreviation, description
and numeric. The training dataset contains train (5452) and
test (500) questions.

SUBJ: Subjectivity dataset where the goal of task is to
classify each sentence as being subjective or objective [42].

B. BaseLines

We compare our model with several models as follow:
SVM: SVM with unigram and bigram features [41] [43].
NBOW: NBoW averages word vectors and applies a

softmax classification layer [44].
Paragraph Vector: Paragraph Vector learns fixed-length

feature representations from variable-length pieces of texts
[10] [45].

CNN-non-static: Convolutional Neural Network based
model with fine-tuned word vectors [26].

CNN-multichannel: Convolutional Neural Network
based model with multi-channels [26].

DCNN: Dynamic Convolutional Neural Network with
dynamic k-max pooling [44].

RAE: Recursive autoencoder learns vector space repre-
sentations for multi-word phrases [41].

MV-RNN: Matrix-Vector Recursive Neural Network with
parse trees which can represent every word and longer phrase
in a parse tree as both a vector and a matrix [41].

RNTN: Recursive Neural Tensor Network is able to use
the same, tensor-based composition function for all nodes
[41].

DRNN: Multi-layer stacked Recursive Neural Network
[46].

Multi-Task: A multi-task learning framework to jointly
learn across multiple related tasks. This model can share
information among these tasks. [34].

Tree-LSTM: A generalization of LSTMs to tree struc-
tured network topologies [47].

C-LSTM: C-LSTM extract a sequence of higher-level
phrase representations from CNN and fed them into LSTM
to obtain the sentence representations [24].

Gaussian: A method which models each document as a
Gaussian distribution based on the embeddings of its words
[48].

COMB: A linguistically-motivated approach that corrupts
training examples with linguistic noise [49].



TABLE I
THE STATISTICAL DETAIL OF FOUR DATASETS IN OUR EVALUATION

Dataset Class Train Size Valid Size Test Size Average Length Max Length Vocabulary Size

SST-1 5 8544 1101 2210 19.1 56 19.5k

SST-2 2 6920 872 1821 19.3 56 17.5k

TREC 6 5452 - 500 9.9 37 8.9k

SUBJ 2 9000 - 1000 22.0 113 21k

TABLE II
SOME OTHER HYPERPARAMETERS SETTINGS AMONG FOUR DATASETS

Hyperparameters SST-1 / SST-2 TREC SUBJ

Memory dimension (Bi-LSTM) 150 300 200

Stacked blocks 8 3 4

Hidden layers (Fully-connected highway network) 5 5 5

Hidden units (Fully-connected highway network) 50 50 50

C. Hyperparameters and Training

In our experiments, we initialize word embeddings with
the publicly available 300-dimensional word vectors. The
vectors are pre-trained with word2vec on Google News
Dataset which contains about 100B words [50] [51]. We
also initialize the vector with the uniform distribution [-0.25,
0.25] for words which are not in word2vec vectors.

We train our model with Adam stochastic gradient descent
optimizer with a learning rate of 0.001 and we use a mini-
batch size of 50. The parameters are initialized from the
uniform distribution in [-0.1, 0.1]. The parameters were
regularized with L2 regularization with the factor of 10�4.
We also apply dropout[52] with a probability of 0.5 on both
Word Weight Network and Word Residual Network during
the training to prevent overfitting.

Other hyperparameters settings are shown in Table II, for
SST, we set the hidden layer size of LSTM is 150, so the
combination of forward and backward network gives us 300-

dimension vectors in Bi-LSTM. The same as TREC.

D. Results and Analysis

The experimental results are showed in Table III. We
compare our model with a variety of models, the Stacked
Residual with Word Weight structure model has high per-
formance on text classification task without any additional
feature engineering.

For SST and SUBJ dataset, our proposed method outper-
forms existing models and achieves state-of-art prediction ac-
curacy. In particular, our model obtains 52.7% classification
accuracy on fine-grained classification task which is a very
substantial improvement. For TREC, our result is close to the
best accuracy. Although we did not beat the state-of-the-art
one, comparing with SST and SUBJ, we find that not only
the average sentences length of SST and SUBJ are longer
than TREC, but also the semantic complexity of them are
much more complicated than TREC. Through the analysis,

Algorithm 1 The pseudo-code of our model
Input: Sentences
Output: Label of sentences

1: Pre-train sentences with word2vec to generate word vectors.
2: for n = 1! N (N represents the number of sentences) do
3: for m = 1!M (M represents the number of words in current sentence) do
4: Do word embedding to obtain the vector of each word.
5: Employ Bi-LSTM to obtain the sequence representations.
6: for k = 1! K (K represents the number of layers of Stacked Bi-LSTM) do
7: The output of the previous layer would input to next Bi-LSTM to obtain the hierarchical sequence

representations.
8: The output of the previous layer would input to Word Weight Network to obtain the weight information

(Word Weight Network).
9: The output of step 7 would calculate the element-wise product with the output of step 8.

10: The output of step 9 would add with the input of step 7 as new sequence representations (Word Residual
Network).

11: end for
12: end for
13: Employ Softmax classifier to get the label of each sentence.
14: Update parameters by using the stochastic gradient descent algorithm.
15: end for



TABLE III
CLASSIFICATION ACCURACY (%) OF OUR METHOD COMPARED WITH OTHER MODELS ON FOUR DATASETS

Methods SST-1 SST-2 TREC SUBJ

SVM 40.7% 79.4% 95% -

NBOW 42.4% 80.5% - -

Paragraph Vector 48.7% 87.8% 91.8% -

CNN-non-static 48.0% 87.2% 93.6% 93.4%

CNN-multichannel 47.4% 88.1% 92.2% 93.2%

DCNN 48.5% 86.8% 93.0% -

RAE 43.2% 82.4% - -

MV-RNN 44.4% 82.9% - -

RNTN 45.7% 85.4% - -

DRNN 49.8% 86.6% - -

Multi-Task 49.6% 87.9% - 94.1%

Tree-LSTM 51.0% 88.0% - -

C-LSTM 49.2% 87.8% 94.6% -

Gaussian - - 98.2% 93.1%

COMB - 84.8% - 93.6%

SRWW-RNN 52.7% 88.2% 95.6% 95.0%

we think that our model is more applicable to the sentence
which has complex semantics. The Stacked Residual with
Word Weight structure has the ability to learn the weight of
different words, it is very useful for sentence representation
that can increase the prediction accuracy. The results mean
that our model can extract more information and learn high
hierarchical features from the text than other approaches on
the dataset which has complex semantics.

As we can see from Figure 4(a), comparing with the
standard stacked Bi-LSTM. During the training step, the
convergence speed of our model is faster. The inputs of a
lower layer in stacked Bi-LSTM are made available to a node
in a higher layer because of the shortcut connections which
can lead the network easy trained. The Figure 4(b) shows the
test accuracy between two models. this figure indicates that
the Word Residual Network is able to achieve high accuracy
and the gradients can easily back propagate through them,

which results in a faster converging.
In order to show the comprehensive performance, we do

another experiment on SUBJ dataset to compare our model
with the standard recurrent models and the bidirectional
recurrent models. Table IV shows the comparison results
on precision, recall and f1-score metrics. According to the
results, we find that LSTM based models have better per-
formance than RNN based models. The gate mechanism
can control the flow of information and cell state. Besides,
the bidirectional structures which combine both forward and
backward layers have higher accuracy than standard struc-
tures. We also compare our model initialized with random
word embedding and pre-trained word2vec. Figure 5 illus-
trates the comparison results which indicate that pre-trained
word embedding method can learn meaningful information
from context well.

Benefiting from the word weight structure, our model has

(a)

(b)

Fig. 4. The (a) shows the batch training loss on SST-1 with our method and standard stacked Bi-LSTM. The (b) shows the test accuracy on SST-1
compared with two methods.



TABLE IV
COMPREHENSIVE EVALUATION COMPARISON RESULTS (%) ON SUBJ

DATASET

Methods Precision Recall F1-score

RNN 86.25% 91.52% 88.80%

Bi-RNN 89.94% 93.49% 91.68%

LSTM 94.29% 94.47% 94.38%

Bi-LSTM 94.83% 94.08% 94.46%

SRWW-RNN 94.89% 95.27% 95.08%

Fig. 5. Precision, Recall and F1-score (%) comparison by impact of
initialized word embedding on SUBJ dataset.

the ability to learn the importance of different words. We
select two sentences from the SST-2 dataset and visualize
the probability change of output layer at different time steps.
In Figure 6, for the sentence ”As a singular character study,
it ’s perfect.”, which has a positive label. We find that our
model has high sensitivity on keywords such as ”singular”
and ”perfect”. Most of the time, the label of each sentence
is determined by these keywords.

V. CONCLUSIONS

In this paper, we introduce a novel text classification
model called Stacked Residual Recurrent Neural Network
with Word Weight. The Word Weight Network can identify
the contribution of different words due to its special structure.
The Word Residual Network makes the model more expres-
sive when stacked layers are deep. The new architecture
has the ability to extract more features and learn the high
hierarchical meaning of each word from a sentence. This
model can be applied to some natural language processing
tasks such as analyzing the implicit semantic information
of words. We tried to demonstrate the effectiveness of our
model by applying it to text classification task. Experimental
results show that our model can achieve better performance
than previous methods. This suggests our model can capture
more potential features in sentences.
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Fig. 6. The (a) shows the probability change of positive label at different
time steps. The (b) shows the probability change of negative label at different
time steps.
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