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Abstract—Social media mining is the process of collecting
large datasets from user-generated content and extracting and
analyzing social media interactions to recognize meaningful
patterns in individual and social behavior. Everyday, more
contents related to social media are generated by social media
users (e.g., Facebook, Twitter). As the components of big data
continue to expand, the task of extracting useful information
becomes critical. Topic extraction refers to the process of
extracting main topics from the pool of news feed and a
typical method to perform topic extraction is through clustering.
Clustering defines or organizes a group of patterns or objects
into clusters, allows high-dimensional data to be presented
in an apprehensive fashion to humans. Although effective,
the performance of the k-means clustering algorithm depends
heavily on the initial centroids and the number of clusters,
k. Recently, several effective supervised and unsupervised
machine learning methods have been developed in the domain
of topics extraction. However, less works have been conducted
in applying multiobjective based algorithm for topic extraction.
Most of these algorithms are not optimized, even if they are,
they are only optimized by using a single objective method and
may underperform when solving real-world problems which
are typically multi-objectives in nature. This paper investigates
the effects of using a multiobjective genetic algorithm (MOGA)
based clustering technique to cluster texts for topic extraction
which is designed based on the structure and purity of the
clusters in order to determine the optimal initial centroids
and the number of clusters, k. Then, the mapping percentages
between the predefined and produced clusters are used to assess
the performance of the proposed algorithm. The best mapping
percentage of 62.7 obtained using the proposed algorithm when
k = 15 is obtained to outperform the performance of the
generic k-means. The top five most representative words from
each cluster are also extracted and validated by computing the
number of tweets related to the predefined tags.

Index Terms—Multi-Objectives, Genetic Algorithm, Cluster-
ing, Social Media Mining, Topics Extraction.

I. INTRODUCTION

THERE are 3.8 billion people using social media today
- more people than there were on the entire planet

in 1971. In 2020, 3.8 billion is nearly half the world’s
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population [1]. A massive amount of data is being published
to social media sites every day, and all these unstructured
data will be accumulated will not be processed in time.
Thus, such continuing process leads researchers to investigate
and produce more effective and efficient methods to extract,
transform, load and analyze these massive amount of un-
structured data referred as Big Data [2][3], which typically
range from terabytes to petabytes. Big Data is defined with
specific attributes that are called the five V’s: volume, variety,
velocity, value, and veracity [4][5][6]. Given the 5V’s of Big
Data, it is impossible for humans to assess and analyze such
massive amount of data at once and it requires effective
and efficient machine translation methods for computers
to process and analyze these data using natural language
processing methods, which is common to humans.

Topic extraction from microblogging sites has been the lat-
est trend nowadays [7][8]. This process is important to help
the community understand more on a topic and help them
making informed decisions. Although most current topic
extraction methods have its own unique capabilities, most
of them are not optimized [9]. Since most topic extraction
processes are done at the cluster level in which documents are
grouped based on the contents, finding the optimized results
of grouping or clustering results is another issue addressed
by most researchers. Even if they are optimized, most of
them are solved as a single objective problem. In order to
improve the process of topic extraction, this work investigates
the effects of using multiobjective optimization approach in
extracting topics automatically, in which two main issues
will be addressed, which are the optimized seeds for the
initial centroids of the clusters and also the purity of the
clusters. Several researches related to multiobjective cluster-
ing approach has been conducted recently [10][11][12][13].
However, most of them focused on internal validation mea-
surements only. In this work, internal and external validation
measurements are considered in optimizing the clustering
process before topics extraction can be done. Therefore,
this novel method propose a multiobjective genetic based
clustering approach to handle topic extraction problem based
on internal and external validation measurements.

In this work, tweets from microblogging social media
sites such as Twitter are first extracted via its API and k-
means clustering algorithm is then implemented to cluster
them. Next, a Multi-objectives Genetic Algorithm (MOGA)
based clustering technique is implemented to optimize the
initial centroids of the clusters and also the purity of the
clusters. Then, the performances of the proposed MOGA
based clustering technique using different sets of fitness
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functions (single objective vs. multiobjective) are assessed.
The mapping percentages between predefined and produced
clusters are used to assess the performance of the proposed
algorithm. Finally, the top five frequent words from each
cluster are extracted to represent the topic of the cluster.

The rest of the paper follows, where Section 2 will
highlight some related works on topics extraction. Section
3 will describe the experimental setup of this work. Section
4 discusses and analyses the results obtained. Section 5 will
conclude the paper.

II. RELATED WORKS

In most conducted works on topics extraction methods,
they have adopted the supervised and unsupervised ma-
chine learning approach. Earlier work involves applying the
TF ∗ PDF algorithm approach [14] that assigns weight to
each sentence in a corpus. Topic extraction is then performed
using either classification or clustering in order to arrange the
sentences chronologically. The novel concept of TF ∗PDF
is that a hot topic is normally discussed more frequent to
allow equal importance from each newswire sources and
channel them to the system in parallel [15]. In other works,
Chen et al.’s [16][17] works aim to mitigate the information
overload problem by focusing on important topics that appear
with unusually high frequency during a specified timer period
and typically contain several ‘hot terms’ that are the basis of
topic extraction. Topic extraction is performed by mapping
the distribution of the hot terms over time. Then, using
multidimensional sentence vector, a clustering technique is
applied to cluster the topics. ‘Pervasiveness’ and ‘topicality’
are the two vital properties in this method which can be used
to improve the quality of the extraction process results. Nev-
ertheless, not many works are found for non-English topic
extraction (e.g., Malay language [18]) as it requires different
set of resources such as Part of Speech (RPOS) Tagger for
Malay [19], Named-Entity Recognition for Malay [20] and
stemming for Malay language [21].

A classical clustering approach [22] considered a Proba-
bilistic Cross-Lingual Latent Sentiment Analysis (PCLSA)
model for topic extraction where the authors explain the
main reason why existing topic models cannot be used for
cross-lingual topic extraction. The topics are clustered using
the General Expectation-Maximization (GEM) method. The
work of Okamoto and Kikuchi [23] sees topic extraction car-
ried out in a spatiotemporal theme pattern mining. Then, top-
ics are clustered using a two-level hierarchical clustering. The
first clustering method applies the agglomerative approach
where the distance is measured using the Euclidean distance
method. Then, the C-value technique is used to extract all
the topic words for each topic cluster. Then, the subtopic
clusters are extracted by using the second-level clustering.
An optimized multi-layer ensemble framework has also been
proposed and investigated for sentiment analysis [24]

Lastly, in Li et al.’s [25] work, a conversation tree
is initially built, then using Conditional Random Fields
(CRF), the leaders and followers across paths of conversation
are detected to model microblogging topics. The detected
leader/follower information is then incorporated as prior
knowledge into the proposed topic model. This method is
useful to model microblogging topics. Islam et al. proposed
an improved online approach for clustering data stream

into arbitrarily shaped with high accuracy, purity and noise
sensitivity which can be applied in social media mining[26].
Online communities in a network can also be detected. For
instance, Ajorlou et al. proposed a quality threshold cluster-
ing for detecting online communities in a network [27].

It is noticeable that recent topics extraction research
are widely performed using machine learning methods and
not many of them include the multiobjective optimization
process as a research criterion in topic modelling or topic
extraction. Even if they are optimized, most of them are
solved as single objective problems which are unrealis-
tic in real-world problems. Several researches related to
multiobjective clustering approach has been conducted re-
cently [10][11][12][13]. Mario et al. introduced and im-
proved evolutionary approach to multiobjective clustering
that applies Intracluster Variance (VAR) and Cluster Com-
pactness (CNN)[11]. Intracluster Variance (VAR) reflects
the compactness of the clusters while cluster connected-
ness reflecting the degree to which neighboring points are
identified as members of the same cluster. In another work
that proposed the application of Evolutionary Multiobjective
clustering to patient stratification, five cluster validity in-
dices were introduced that include compactness, separation,
Calinski-Harabasz index, Davies-Bouldin index, and Dunn
index [10]. However, all these cluster validity indices are
considered as internal structure measurements. For instance,
the cluster’s compactness and separation’s has been incor-
porated in Davies-Bouldin and Dunn indices. Both indices
assume that better clustering means that clusters are compact
and well-separated from other clusters. Similarly, Calinski-
Harabasz index considers the overall within-cluster variance
(equivalent to the total within sum of squares calculated
above) and also the overall between-cluster variance. Many-
objective fuzzy centroids clustering algorithm for categorical
data has also been introduced [12]. Shanget al. utilized an
artificial immune algorithm to address the multiobjective
clustering problem and acquire a Pareto optimal solution
set [13]. All of these works have used internal validation
measurements only in constructing their evolutionary mul-
tiobjective clustering approach. In our work, an entropy
index is introduced as an external validity measurement that
considers the membership’s purity of each cluster. Domain
ontology can also be used for text pre-processing in order to
improve the quality of the textual corpus being mined [28].
Several machine learning algorithms also have been used and
investigated in identifying risk of cyberbullying from social
network messages [29].

Genetic Algorithms (GAs) are designed based on the
principle of survival of the fittest, by using cross-over and
mutation mechanism [30]. GAs can be used to evolve the
proper number of clusters and provide appropriate clus-
tering [31][32][33]. By applying GAs, optimal solutions
(individuals) can be obtained based on the predefined fitness
functions used in the evolutionary process [30][34][35]. A
GA-based clustering method called automatic genetic cluster-
ing has been developed for unknown k to automatically find
the optimal number of clusters [36][37] using the Davies-
Bouldin index to measure of the validity of clusters [38].
Being a population-based approach, GAs can be well suited
to solve multiobjective optimization problems [37]. Multi-
objective evolutionary algorithms (MOEAs) [39] have been
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proven to bring promising solutions for such problems with
effective search performance relative to single-objective clus-
tering algorithms [40]. Optimization problem whether in
single objective form or multiobjective form may be regarded
as an issue or challenge that leave rooms to researchers
in the field of topic extraction to look into. Therefore, it
is essential to handle topic extraction problem using mult-
objective optimization approach so that more criteria can be
taken into account. The work investigates the effect of using
a Multiobjective Genetic Algorithm to determine the optimal
initial centroids to partition the data points into clusters
and to find better clustering solutions. Furthermore, internal
and external validation measurements will be considered
in constructing the evolutionary multiobjecrive clustering
approach to handle topic extraction problem.

III. METHODOLOGY

There are three specific phases involved in this work
which covers: Data Acquisition and Preprocess phase, Data
Modelling phase, and Assessment phase. In the Data Ac-
quisition and reprocess phase, a collection of 5000 tweets
are collected and they are preprocessed and transformed into
term-document matrix representation. In the Data Modelling
phase, the solution of the problem represented by the chro-
mosome is designed in which each chromosome is defined
by the number of genes, g, that represents the number of
documents collected in this work. In this phase, the crossover
and mutation processes are also described to ensure that each
solution or chromosome will have exactly k number of ’1’s.
The size of the population is defined and the fitness function
is defined based on two measurements which are Davis-
Bouldin Index (DBI) and Variation of Information (VI) based
on entropy. Next, in the Assessment phase, the quality of the
clusters produced will be measured based on the value of the
fitness functions used during the optimization process. The
lower is the value of the fitness function the better is the
quality of clusters produced. Several extended experiments
will also be conducted in order to compute the percentages
of mapping between the predefined clusters and the produced
clusters. They are computed for all of the fitness functions
used in this work in order to determine the best setting in
finding the optimized clustering result. The visualization of
terms extracted used for labelling the clustering will also be
shown and discussed at the end of this paper. Fig. 1 illustrates
all the phases involved in this paper.

Fig. 1: Three phases involved in the research methodology

A. Data Acquisition and Preprocessing Phase

The datasets are acquired via Twitter API and stored as
a ‘list’ data type where each element in the list represents
an opinion/sentiment towards a targeted topic. The datasets
collected are based on 10 trending topics found on Twitter
with 500 tweets representing each topic. The overall number
of documents, n, is 5000. The lists are then put together
as a corpus for preprocessing purpose. Each topic will be
treated as an initial cluster, resulting in a total of 10 initial
clusters. This is also known as the predefined clusters, a,
which will be used to compute the mapping quality based
on Equation 9. Pre-processing involved parsing the collected
tweets, removing stop words and transforming them into
term-document matrix in which the weight of each term can
be computed using the Term Frequency – Inverse Document
Frequency (TF-IDF) formula outlined in Equation 3. The TF-
IDF weighting scheme can be computed by the following:

tfi = 1 + log(fi,j) (1)

idfi = log(
N

ni
) (2)

tf − idf = wi,j = 1 + log(fi,j) ∗ log(
N

ni
) (3)

where fi,j refers to the frequency of term i in document j,
N refers to the total number of documents, ni refers to the
number of documents containing term i, and finally wi,j de-
notes the weight of term i in document j. The term-document
matrix represents the weigtages assigned or computed for
each unique term that exists in every document in the corpus
and this term-document matrix can be used to perform the
clustering task needed later in this paper [19][41].

B. Data Modelling Phase

This experiment adopts the binary encoding scheme [42].
Data points are applied in the dataset as the candidates for the
cluster centers. The chromosome length is equal to the size
of the data set. In this work, the length of the chromosome
is 5000. The i-th gene of a chromosome corresponds to the
i-th data point in the dataset. For a data point of index i
to be the candidate for the center of a cluster, the allele
of the corresponding i-th gene in the chromosome is set to
“1”; otherwise “0”. The number of clusters, denoted by k, is
fixed within the range of 5 and 30. In generating the initial
population, let P be the size of the population, P number of
chromosomes will be generated and each chromosome will
be represented by g, number of genes. In this work, g =
5000, since there are 5000 documents exist in the corpus.
For initializing each chromosome in the P population, let gk
be distinct data points that will be randomly chosen from 1
to g, where g is number of genes. The gene corresponding
to the index of each of these chosen data points is set to be
“1”; while each of the remaining genes is set to be “0”. For
instance, given g = 16, gk = 3 for chromosome and let 3 data
points are randomly chosen from the dataset with indices 3,
10, 12, respectively, then the chromosome should have the
following sequence of genes, 0010 0000 0101 0000.

There are two fitness functions that will be considered in
this work. The first fitness function is called Davis-Bouldin
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Index (DBI), has been selected for validating the clusters.
DBI is a function of the ratio of the sum of within-cluster
scatter to between-cluster separation. The scatter within the
i-th cluster, Si, is computed as

Si =
1

| Ci |
∑
x∈Ci

D2(zi, x) (4)

where | Ci | denotes the number of data points belonging to
cluster Ci, x denotes a single point that belongs to Ci, zi
denotes the centroid of the Ci cluster and D2(zi, x) denotes
the distance between the point x and zi. Thus, Equation 4
compute the compactness of individual cluster i based on the
average distance of all xs that belong to that cluster.

The distance between two cluster Ci and Cj is defined as
di,j in which the distance between the centers, zi and zj , is
computed using Equation 5.

di,j = D2(zi, zj) (5)

Then, the DBI can be defined as follows;

DBI =
1

K

K∑
i=1

max
j,j 6=i

Si + Sj

di,j
(6)

in which starting from cluster 1 to K, for every two clusters,
i and j, the compactness of the clusters, Si and Sj , and also
the distance between two clusters, i and j, are computed.
The worst scenario will be considered in which it will take
the maximum value computed among all pairs of cluster 1
and the rest of the clusters. The process is repeated for the
rest of the K-1 clusters.

The value of the DBI must be minimized in order to
achieve proper clustering. In other words, the value of the
DBI is smaller when the compactness of each cluster is high
and the distance separating them is high. This is due to the
fact that, a good clustering result depicts very compacted
clusters and located far away from each other [43].

The second fitness function selected in this experiment is
variation of information (V I). V I is a new measure intro-
duced by an axiomatic view of clustering and is highly re-
lated to the mutual information, which measures the amount
of information that is lost or gained in changing from the
class set to the cluster set [44]. V I is the enhanced version
of the entropy measure in which a lower V I value implies a
higher clustering quality and it can be computed as follows:

V I = −
a∑

i=1

pi log2 pi (7)

where a denotes the number of classes and pi refers to the
probability of item i in that particular group or cluster.
Reproduction – In this work, a modified reproduction oper-
ator is applied by adding a so-called “winner replacing” step
prior to the roulette wheel
Crossover – The crossover operation is performed each time
on a single gene position in some other proposed algorithms.
There is a possibility to produce a total number of clusters
smaller or bigger than the predefined number of clusters,
k, which is ranging between 5 and 30. This might leads
to unreasonable offspring and need to be repaired for many
generations. In order to overcome this situation, a different
approach of mutation is therefore implemented.

Mutation – The conventional mutation operator is performed
on a gene-by-gene basis. Provided with the rate of the muta-
tion, each gene in all chromosomes in the whole population
undergoes mutation. In order to ensure the number of ’1’ is
always equal to the predefined number of k, the mutation
operator is altered by first finding the number of ’1’, n,
produced in the final solution and then compare it with the
number of predefined number of k. If n is greater than the
predefined number of k, then n−k number of bits containing
’1’will be chosen at random and then mutated to become ’0’.
If n is smaller than the predefined number of k, then k − n
number of bits containing ’0’ will be chosen at random and
then mutated to become ’1’.

Fig. 2: Crossover and Mutation Processes

In Fig. 2, the number of clusters presented in the parent
chromosomes, chromosome 1 and 2, are k = 3, but after the
crossover process, the number of ’1’ that exists in the child
chromosomes, Child 1 and 2, are 4 and 2 respectively. In
child chromosome 1, since n is greater than the predefined
number of k, then n− k number of bits containing ’1’ will
be chosen at random and then mutated to become ’0’. On the
other hand, in child chromosome 2 since n is less than the
predefined number of k, then k−n number of bits containing
’0’ will be chosen at random and then mutated to become
’1’.

After the crossover and mutation processes, by using the
predefined number of k, the fitness function that consists
of DBI or V I is then optimized separately using a Genetic
Algorithm (GA) as a single objective problem (SOGA). Next,
the experiment is then carried out in a way where both fitness
function (DBI and V I) are optimized simultaneously using
the weighted sum approach where weight wi is assigned to
each normalized objective function z‘i(x) so that the problem
can be converted to a multi-objectives problem (MOGA) with
a scalar objective function as follows:

Minz = w1z
‘
1(x) + w2z

‘
2(x) + · · ·+ wkz

‘
k(x) (8)

C. Assessment Phase

Genetic algorithms are stochastic in nature which implies
that they will not give identical results every time they
run [45]. In order to address this issue, the dataset and fitness
function is run five times using the same parameters. For
each set of the outcome obtained using the same parameter,
the mean, variance and the minimum fitness values of the
data are computed and recorded. Mapping percentage needed
to be calculated from bidirections in order to make sure
that both clustering processes are parallel [41]. The formula
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used for mapping, M(a, d) the clusters between predefined
clusters, a, and the produced clusters, d is as followed,

M(a, d) =

∑
1≤i≤j,1≤k≤l

(
|Ci(a)∩Cj(d)|

|Ci(a)| +
|Ci(a)∩Cj(d)|

|Cj(d)|
)

2

m
(9)

where | Ci(a) | is the number of documents in the predefined
cluster and | Cj(d) | is the number of documents in the
produced clusters. Then, | Ci(a) ∩ Cj(d) | refers to the
number of documents in the predefined cluster that can be
mapped to produced documents or vice versa. m refers to the
maximum number of possible pairings between predefined
clusters and produced clusters, l×k, in which l refers to the
number of predefined clusters while k refers to the number
of produced clusters. A higher value of mapping percentage
would indicate that the predefined and produced clusters
are more parallel to each other. For instance, Fig. 3 shows

Fig. 3: Mapping clustering results between predefined cluster and
produced cluster.

the mapping clustering between predefined clusters, a and
produced clusters, d. Based on this diagram, l is 3 and k is 3,
then m = l × k = 9.. Then, x = M(a1, d1) =

|C1(a)∩C1(d)|
2

will give
0
4+

0
4

2 = 0, y = M(a1, d2) = |C1(a)∩C2(d)|
2 will

give
3
4+

3
4

2 = 0.75, and z = M(a1, d3) =
|C1(a)∩C3(d)|

2 will
give

1
4+

1
4

2 = 0.25. The overall mapping assessment can be
computed by evaluating the mapping percentage according
to Equation 9.

The proposed GA-based clustering algorithm involves
several parameters that include the number of clusters, k,
probabilities of crossover, Pc, population size, Ps and number
of generations, Gn. The mutation rate is fixed at 1 to ensure
the number of ‘1’ equals the predefined number of clusters,
k. The GA is first applied to find the best solution by
optimizing the fitness functions of DBI and V I separately
using different sets of parameters which includes, k = {5,
10, 15, 20, 25, 30}, Probability of crossover, Pc=(0.8, 0.5),
single-point crossover, population size, Ps = 100, number
of generations, Gn = 100. Then, a multiobjective GA is
applied again to optimize the fitness functions of Davies-
Bouldin Index (DBI) and Variation of Information (V I),
using a weighted-sum approach, where different weights are
assigned to each fitness function. The Multiobjective GA is

carried out using different sets of parameters which includes,
fitness functions (MO) as follow,

MO0 = 0.9×DBI + 0.1× V I (10)

MO1 = 0.7×DBI + 0.3× V I (11)

MO2 = 0.5× (DBI + V I) (12)

MO3 = 0.3×DBI + 0.7× V I (13)

MO4 = 0.1×DBI + 0.9× V I (14)

and k = {5, 10, 15, 20, 25, 30}, Pc=(0.8, 0.5), crossover
type = single-point, population size, Ps = 100, number of
generations, Gn = 100. In order to eliminate the stochastic
nature of SOGA and MOGA, each test is ran five times using
different seeds across selected sets of parameters. In this
work, the optimization is performed by minimizing the value
obtained for each MOi stated in Equation 10, 11, 12, 13, 14,
since the lower the values for both DBI and V I , the better
is the result of the clustering process.

Several extended experiments are also conducted with the
following parameters’ values, that include k = 5, 10, 15,
pair of fitness functions for both VI and DBI = {(1.0, 0.0),
(0.9, 0.1), (0.7, 0.3), (0.5, 0.5), (0.3, 0.7), (0.1, 0.9), (0.0,
1.0)}, Pc=0.5, population size = 100, number of generations
= 100. The results of the extended experiments are tabulated
in Table V. The purpose of conducting these extended
experiments is to compare the mapping percentages obtained
using Equation 9, when using different parameters mentioned
earlier for both SOGA and MOGA methods.

IV. RESULTS AND DISCUSSION

Results for SOGA and MOGA are tabulated in Table I and
IV, where the best fitness is recorded. Results of extended
SOGA and MOGA are tabulated in Fig. 6, where the best
fitness is also recorded. Based on the results shown in Table I,
it is noticeable that putting weight which is biased more
towards V I normally yields the best solution when k = 10,
15, 20, 25 and 30, while DBI yields best solution when
k = 5. This occurrence is acceptable and explainable since
the default number of selected topics to represent the initial
clusters is set at 10. It is generally obvious that putting weight
which is biased more towards V I would result the clustering
process to focus more on the label of the documents rather
than the structure of the clusters. The five different weighted-
sum approaches are:
• MO0: 0.9×DBI + 0.1× V I

– Weight is biased more towards DBI
• MO1: 0.7×DBI + 0.3× V I

– Weight is biased towards DBI
• MO2: 0.5× (DBI + V I)

– Weights are equally assigned
• MO3: 0.3×DBI + 0.7× V I

– Weight is biased towards VI
• MO4: 0.1×DBI + 0.9× V I

– Weight is biased more towards VI
Based on the t-test results shown in Table II, the p-value is

less than the alpha level: p < 0.05 for VI and MO2, MO3,
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TABLE I: The comparison of fitness value between SOGA and
MOGA when Pc=0.8 and Pc=0.5

SOGA MOGA
k Pc DBI VI MO0 MO1 MO2 MO3 MO4

5 0.8 1.8 2.3 1.8 1.9 2.4 2.7 2.4
0.5 1.9 2.3 1.9 2.4 2.3 2.8 2.4

10 0.8 2.5 2.2 2.5 2.7 2.7 2.6 2.5
0.5 2.6 2.1 2.4 2.4 2.6 2.7 2.4

15 0.8 2.5 2.1 2.5 2.4 2.6 2.6 2.5
0.5 2.3 2.1 2.4 2.5 2.6 2.5 2.4

20 0.8 2.4 2.2 2.4 2.5 2.5 2.4 2.3
0.5 2.4 2.2 2.4 2.4 2.6 2.5 2.4

25 0.8 2.3 2.3 2.4 2.5 2.6 2.5 2.4
0.5 2.5 2.3 2.5 2.6 2.7 2.5 2.4

30 0.8 2.4 2.3 2.4 2.5 2.5 2.5 2.4
0.5 2.4 2.3 2.5 2.6 2.6 2.5 2.4

TABLE II: The comparison of t-test results (p-value) between
SOGA and MOGA when Pc=0.8

SOGA MOGA
DBI VI MO0 MO1 MO2 MO3 MO4

DBI - 0.48 0.92 0.53 0.07 0.07 0.39
VI 0.48 - 0.40 0.14 0.000 0.000 0.002

MO0 0.92 0.40 - 0.60 0.09 0.09 0.48
MO1 0.53 0.14 0.60 - 0.29 0.29 1.00
MO2 0.07 0.000 0.09 0.29 - 1.00 0.029
MO3 0.07 0.000 0.09 0.29 1.00 - 0.029
MO4 0.39 0.002 0.48 1.00 0.03 0.03 -

MO4. As a result, we can reject the null hypothesis that
there is no difference between VI and MO2, MO3, MO4.
Similarly, we can also reject the null hypothesis that there
is no difference between MO2 and MO4, MO3 and MO4.
In other words, applying the single objective VI can produce
significant improvement compared to applying multiple ob-
jectives. Among the multi-objective methods, MO4 can be
used to produce significant improvement compared to MO2

and MO3. Similar patterns can be observed when Pc=0.5 as
shown in Table III.

It is noticeable that smaller number of k normally yields
a better solution in the above mentioned weighted-sum
approach. By comparing the six different weighted-sum
approaches, it is found that the best solution (minimum
value) usually occurs when weight is biased towards V I
(e.g., MO4) and when weight is biased towards DBI (e.g.,
MO0), but never when weights are equally assigned (e.g.,
MO2). When weight is biased towards V I (e.g., MO4), the
performance of minimization is slightly better than the case
when weight is biased towards DBI (e.g., MO0).

Next, the mapping function is applied to evaluate the
performance of the produced clusters. A higher value of
mapping percentage would indicate that the predefined and
produced clusters are more parallel to each other. Fig. 4, 5
and 6 illustrate the Pareto analysis for different number of
k and Pc = 0.5, while their results are tabulated in Table V.
This analysis provides the trade-off between DBI , V I , and
the mapping percentages produced when the weights vary.
These graphs will provide useful insights for decision makers
to cast their decisions. Based on the Pareto analysis, it is
clear that optimizing SOGA with V I yields better solutions
relative to DBI . In MOGA, when V I is assigned a greater

TABLE III: The comparison of t-test results (p-value) between
SOGA and MOGA when Pc=0.5

SOGA MOGA
DBI VI MO0 MO1 MO2 MO3 MO4

DBI - 0.24 1.00 0.24 0.09 0.07 0.63
VI 0.48 - 0.21 0.001 0.000 0.000 0.001

MO0 0.92 0.40 0.21 0.07 0.05 0.60
MO1 0.53 0.14 0.21 - 0.25 0.17 0.06
MO2 0.07 0.000 0.07 0.25 0.83 0.014
MO3 0.07 0.000 0.05 0.17 0.83 - 0.007
MO4 0.39 0.002 0.60 0.06 0.014 0.007 -

TABLE IV: The comparison of fitness values between SOGA and
MOGA when averaged across five runs with Pc=0.5

k SOGA MOGA

5 DBI: 1.9 MO0: 1.9
10 VI: 2.1 MO0: 2.4, MO4: 2.4
15 VI: 2.1 MO4: 2.4
20 VI: 2.2 MO4: 2.4
25 VI: 2.3 MO4: 2.4
30 VI: 2.3 MO4: 2.4

weight, the solutions produced are also better than that when
the weight is equally distributed among DBI and V I , and
when the weight is biased towards DBI . This is due to the
fitness function of V I , which tries to search for better purity
and membership of the clusters. The mapping percentages
are then computed again using the solutions produced in the
extended experiments on SOGA, MOGA and also using the
generic and un-optimized k-means clustering. The mapping
percentages are tabulated in Fig. 7. Through the mapping
percentages obtained, it is clear that SOGA and MOGA
perform better than generic k-means clustering algorithm.
This shows the optimal mapping percentages is found when
using SOGA using V I as the fitness function with Pc=0.5
at k=5.

TABLE V: Mapping Percentage obtained with different set of
weights assign to fitness function when k=5, 10 and 15 and Pc=0.5

k DBI VI Mapping %

5

1.0 0.0 21.13
0.9 0.1 21.14
0.7 0.3 21.14
0.5 0.5 21.02
0.3 0.7 40.08
0.1 0.9 41.12
0.0 1.0 31.04

10

1.0 0.0 42.23
0.9 0.1 41.24
0.7 0.3 35.24
0.5 0.5 39.67
0.3 0.7 46.73
0.1 0.9 70.45
0.0 1.0 69.67

15

1.0 0.0 40.48
0.9 0.1 43.23
0.7 0.3 47.08
0.5 0.5 45.85
0.3 0.7 61.32
0.1 0.9 70.12
0.0 1.0 73.09

Observing the trends illustrated in Fig. 4, Fig. 5 and Fig. 6,
it is obvious that higher mapping percentage can be obtained
by putting weight which is biased more towards V I .

Topics extraction are finally performed where top five most
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Fig. 4: Mapping Percentage Pareto analysis when k=5 and Pc=0.5

Fig. 5: Mapping Percentage Pareto analysis when k=10 and Pc=0.5

representative words from each cluster are extracted and
validated by computing the number of tweets related to the
predefined tags. Since the mapping percentage only consider
the maximum pairing between the predefined clusters and
produced clusters, therefore topics from the overall best
mapping percentage cluster will only be extracted. The
optimal solutions for each tested method and for each number
of k are tabulated in Table VI to VIII respectively, where the
top five most representative words and number of predefined
tags are showed.

In Table VI, SOGA and MOGA based k-means produced
a cluster size of 450 each. 449 of them belong to the pre-
defined tag of “Great Barrier Reef” and with one irrelevant
tag detected respectively. Meanwhile, the generic k-means
produced a cluster size of 417. 414 of them belong to the
predefined tag of “Note 7” with three irrelevant tags detected.
In Table VII, SOGA and MOGA based k-means produced a
cluster size of 450 each respectively. 449 out of 450 of them
belong to the predefined tag of “Great Barrier Reef” and
with one irrelevant tag detected respectively. Meanwhile, the
generic k-means produced a cluster size of 508. 406 out of

TABLE VI: Top 5 representative words extracted from the clusters
when k=5

Topics Top 5 Words Relevant
Tags

Irrelevant
Tags

SOGA
k-means

Great
Barrier
Reef

Reef, Barrier, Great,
Australia, Coral

449 1

MOGA
k-means

Great
Barrier
Reef

Reef, Barrier, Great,
Australia, Coral

449 1

Generic
k-means

Note 7 Note, Phone, Ban,
Flight, Take

414 3

508 of them belong to the predefined tag of “Donald Trump”,
60 of them belong to the predefined tag of “Najib Razak” and
with 42 irrelevant tags detected. In Table VIII, SOGA based
k-means produced a cluster size of 466 respectively. 396
out of 466 of them belong to the predefined tag of “Donald
Trump”, 49 of them belong to the tag “Najib Razak” and
with 21 irrelevant tags. MOGA based k-means produced a
cluster size of 500 each respectively. 405 out of 500 of them
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Fig. 6: Mapping Percentage Pareto analysis when k=15 and Pc=0.5

Fig. 7: Comparison of mapping percentages for the three tested methods

TABLE VII: Top 5 representative words extracted from the clusters
when k=10

Topics Top 5 Words Relevant
Tags

Irrelevant
Tags

SOGA
k-means

Great
Barrier
Reef

Reef, Barrier, Great,
Australia, Coral

449 1

MOGA
k-means

Great
Barrier
Reef

Reef, Barrier, Great,
Australia, Coral

449 1

Generic
k-means

Donald
Trump,
Najib
Razak

Trump, Donald, Obama,
William, Elect

466 42

belong to the predefined tag of “Donald Trump”, 54 of them
belong to the tag “Najib Razak” and with 41 irrelevant tags.
The generic k-means produced a cluster size of 508 each
respectively. 406 out of 508 of them belong to the predefined
tag of “Donald Trump”, 60 of them belong to the tag “Najib
Razak” and with 42 irrelevant tags.

TABLE VIII: Top 5 representative words extracted from the clusters
when k=15

Topics Top 5 Words Relevant
Tags

Irrelevant
Tags

SOGA
k-means

Donald
Trump,
Najib
Razak

Trump, Donald, Obama,
William, Elect

445 21

MOGA
k-means

Donald
Trump,
Najib
Razak

Trump, Donald, Obama,
Elect, William

459 41

Generic
k-means

Donald
Trump,
Najib
Razak

Trump, Donald, Obama,
Elect, William

466 42

V. CONCLUSION

Based on the results obtained, it is proven that GAs has the
ability to provide better solutions when embedded into the k-
means clustering solution. The major weakness of k-means
clustering algorithm, which is the choice of initial centroids,
is addressed via the implementation of a GA based k-means
algorithm. The proposed MOGA based k-means clustering
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algorithm also makes it feasible to be applied to solve real-
world problems which are typically multiobjective in nature.
Topics extraction using the proposed algorithm also makes it
possible to extract meaningful topics from the ever growing
social media sites like Twitter.

For future works, there are still many aspects that can
affect the performance of MOGA and the performance of
topics extraction. In terms of MOGA, these aspects include
using different fitness functions that measure different criteria
of the cluster, using a different selection scheme, crossover
operator, and mutation operator. Another important aspect is
also to consider using the Pareto optimal approach to solve
a multiobjective optimization problem, which is believed to
have the potential to deliver more promising results. In terms
of topics extraction, a different preprocessing approach can
be considered to correct any misspelled words instead of
removing them. This will greatly improve the quality of
the actual content and provide more accurate meaning and
insights to the problem. Furthermore, more works can be
done in expanding the term in order to allow it to hold more
representation of the same meaning.

The main reason to this is that too few words will hinder
the performance of the clustering process. Throughout this
research, few combinations of parameters are applied and
tested to SOGA and MOGA. It is found that the perfor-
mances of SOGA and MOGA in terms of mapping percent-
age are able to outperform the generic and un-optimized
k-means clustering algorithm. The novelty of the mapping
percentage is that it allows maximum number of possible
pairings between predefined clusters and produced clusters
to be considered and to make sure that both clustering
are parallel. The performance of MOGA is slightly below
par relative to SOGA. The results also showed when using
SOGA and MOGA, the clustering algorithms are capable
of producing meaningful clusters and the topics extraction
process showed a great number of tweets corresponding to
the predefined tags which are relevant to the top five most
representative words extracted from each cluster.
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