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Decomposition Methodology to Support
Complex Decisions in Construction Application
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Abstract—Construction multi-project scheduling has been
receiving increased attention in recent years due to its
crucial role in the success of construction projects. However,
most of the reported models and approaches in the literature are
very difficult or impossible to implement in real construction
projects. Most of the previous models and the solution
approaches were constructed based on a set of assumptions to
simplify the decision-making process, so they do not reflect all
the dimensions of construction multi-project scheduling in real-
world problems. This research aims to address one of the most
complicated decision-making problems in the construction
application, which is the Multi-mode Time-Cost-Quality trade-
off Resource-Constrained Multi-Project Scheduling (MTCQ-
RCMPS) problem, besides the adherence to the budgets and the
maximum daily cost constraints. In this paper, the multi-criteria
Analytical Hierarchy Process (AHP) and the Modified Genetic
Algorithm (MGA) are incorporated into the (AHP-MGA)
approach to obtain a near-optimal solution in a reasonable time
for solving the MTCQ-RCMPS problem. Finally, the proposed
AHP-MGA approach is applied to a real-life case in construction
projects and benchmark problems to justify its applicability and
effectiveness. The experimental results show that the proposed
AHP-MGA approach is indeed able to make tremendous
improvements in terms of time, cost, and quality with adherence
to budgets compared to the reported results in the literature.

Multi-Criteria,
Multi-Resource-

Index Terms—Genetic Algorithm,
Construction  Multi-Project  Scheduling,
Constrained, Time-Cost-Quality Trade-Off.

|. INTRODUCTION

HE  Multi-mode  Resource-Constrained  Project

Scheduling (MRCPS) problem has been attracting the
attention of many researchers in two fields: the decision
support system and construction project management. The
MRCPS is a very complicated problem because of its
enormous scope in which decision-makers need to narrow-
down this scope by several assumptions to find the
compromise solution for a large number of constraints and
conflicting objectives. Several varieties of the models and the
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solution approaches in the literature can be classified into four
main problems as shown in Fig. 1. In the MRCPS problem,
there may be only one project or multi-project, single-
objective, or multi-objective. This problem is solved to
improve three main objectives, which are the time, cost, and
quality of the project [1], [2]. The types of resources may be
renewable or non-renewable resources, or both together. The
real practice of construction multi-project scheduling does
not base on the mathematical models and the approaches
which are grounded on the many assumptions to suggest the
solutions, so scientific research in this field still needs more
effort [3].

The Resource-Constrained Project Scheduling (RCPS)
problem is one of the most pressing challenges in several
applications, such as multimedia, production, cloud
computing, and construction projects [4]- [7]. The RCPS
problem is solved previously by using several types of
approaches, which are the traditional, exact, heuristic, and
meta-heuristic approaches. Most of the previous studies
emphasize the inefficiency of the traditional and heuristic
solution approaches in the context of the RCPS problems [8].
On the other hand, most researchers confirm that the meta-
heuristic solution approaches that are inspired by biological
evolution such as genetic algorithm (GA) and ant colony
optimization (ACO) outperform all other solution approaches
in this context [9]. When there is more than one mode to
execute each activity, this leads to an expansion of the
solution space and paves the way to find better solutions, but
at the same time, the problem is becoming increasingly
complex. The MRCPS problem is an NP-complete problem
[10]. Also, the MRCPS problem consists of two sub-
problems, which are the mode assignment problem and the
project resource scheduling problem. Knowing that the
Multi-mode Resource-Constrained Multi-Project Scheduling
(MRCMPS) problem is a generalized case from the MRCPS
problem, furthermore, the complexity rate of this problem is
increasing as a result of an increased number of projects,
objectives, and constraints. Hence, the decomposition
methodology that bases on the idea of breaking down a
complex task into simpler sub-tasks is very suitable for this
problem.

In an attempt to simplify the Multi-Project Scheduling (MPS)
problem, most researchers rely on the methodology of
aggregating the activities of the multi-project in a single
project' network to tackle the multi-project scheduling by
using the Single-Project Scheduling (SPS) approach. This
methodology is an easy way to find feasible solutions for
MPS problems, but it has some weaknesses that prevent it
from finding an optimal or a near-optimal solution in the case
of multi-project scheduling [11]- [13]. Also, in another
attempt to simplify the multi-project scheduling problem,
several objectives are formulated as a single objective [1], [2],
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Fig. 1. Classification of multi-mode resource scheduling problem.

[14]- [17]. In most cases, only one objective function does not
guarantee the achievement of all the objectives of the
customers and the owners in construction companies [13];
this explains our decision to solve the MPS problem as a
multi-objective problem by using the proposed AHP-MGA
approach.

The time, the cost, and the quality are significant and
conflicting criteria to a decision-maker in construction
projects. This conflict is increased when there are several
modes to execute the activities of the project. In this regard,
the decision-maker may be facing difficulty to choose the best
execution mode for each activity. For example, a particular
execution mode may achieve the highest quality, but it is
poorly in terms of the time and cost of the project. Also,
another execution mode may meet the time and cost
objectives, but this execution mode achieves a low quality.
The decision-making of assigning the best execution mode to
a particular activity is known as multi-attribute decision-
making. The Analytic Hierarchy Process (AHP) that was
introduced by Saaty [18] is one of the most powerful methods
of Multi-Criteria Decision-Making (MCDM). MCDM
processes analyze the problems that are influenced by several
factors and criteria to comply with the best way the largest
number of the objectives according to the requirements of the
project [19]. The analytic hierarchy process has advantages
and disadvantages. AHP is time-consuming with large-scale
problems because the AHP bases on the pairwise
comparisons. These comparisons are increasing according to
the number of criteria. Also, there are more advantages for
the AHP: it can deal with the problems that include different
measure units, can make use of pairwise comparisons in the
formulation of optimization problems according to the
objectives and preferences of the decision-maker, provides a
certain measure of consistency, and is simple in calculations.
Because the MTCQ-RCMPS problem includes only three
criteria: time, cost, and quality in addition to these criteria

have different measure units, the AHP is very suitable for this
problem.

The solution methodologies of the RCPSP problems have
two categories: centralized and decentralized [16]. In the
centralized approach, the multi-project resource scheduling is
obtained by only one decision-maker for all the projects. In
the centralized methodology, the decision-maker tackles the
multi-project as a megaproject to simplify the problem (i.e.,
converting the multi-project into a single project by using
dummy activities). In contrast, in the decentralized
approaches, there are a set of sub-decision makers and the
only main decision-maker. In most previous researches, the
idea of the centralized approach is adopted due to its
simplicity. This idea does not find the near-optimal solution
of the total cost and the completion time for all the projects
because it does not take into account the local objectives of
all the projects.

In this paper, we propose three main contributions to
improve the solution of the MTCQ-RCMPS problem. Firstly,
we developed the decentralized methodology that was
reported in [16] to include other sets of objectives and
constraints in construction projects to represent more realistic
purposes. Fig. 2 illustrates the framework of the proposed
decentralized methodology. Secondly, we develop a novel
mathematical model to solve the MTCQ-RCMPS problem.
This model improves the total cost of all projects together
instead of the cost of any project separately. Also, in the
context of the non-renewable, the existing models handle the
non-renewable resources as unlimited or limited without the
reorder point during the implementation time of the
construction projects. Because these two assumptions are not
identical to the reality in the construction industry, we take
into account the reorder points and the order quantity of the
non-renewable resources in the developed model. Finally, we
propose the AHP-MGA approach that is characterized by
decomposing the MTCQ-RCMPS problem into two sub-
problems.
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Fig. 2 Conceptual description of the proposed decentralized methodology for the MTCQ-RCMPS scheduling problem.

Each sub-problem is solved by using the appropriate
approach to overcome the drawbacks of the SPS approaches
in the multi-project scheduling case. Also, we develop a
parallel scheduling generation scheme (PSGS) to construct a
feasible solution for the RCMPS (PSGS-RCMPS) problem.
The fundamental differences between the developed PSGS-
RCMPS in this paper and the existing traditional PSGS that
proposed in the previous study are illustrated in the section of
the proposed approach.

The rest of this article is organized as follows: Section Il
includes a brief review of the related work. In Section III,
we propose the description of the MTCQ-RCMPS problem
to provide a framework for the proposed approach. The
mathematical model of the MTCQ-RCMPS problem is
formulated in Section IV. The proposed AHP-MGA
approach is explained in Section V. Experimental results
and discussion are reported in Section VI. Finally, we
propose the conclusion and future work in Section VII.

Il. RELATED WORK

The resource constraints problem in both cases: the
single-mode and multi-mode are two main challenges in
construction project management [20]. In this section, we
will tackle a review of the latest advances to solve this
problem.

Peteghem et al. [21] suggested a bi-population genetic
algorithm; this algorithm is amongst the most competitive
algorithms for solving the resource-constrained project
scheduling problem in the case of the multi-mode, as well as
it deals with both types the non-preemptive and the
preemptive activities. These authors applied the non-
dominated sorting genetic algorithm-I1 (NSGA-II) to
estimate the Pareto-optimal solution set in a mining plant
located in the northern Brazilian territory to improve the
total time and total cost of the selected execution modes
[22]. In the context of project resource scheduling, AHP has
been combined with GA to solve problems involving

priority setting based on a set of criteria. Singh et al. [23]
used AHP with GA in a single-mode case to determine the
priority of projects based on a set of criteria such as the
urgency, NPV, risk, and growth. Cheng et al. [24] explored
the difference between preemption and activity splitting in
the MRCPS problem. Also, they modified the precedence
tree-based branch-and-bound algorithm to find the optimal
solution for the MRCPS problem with only the
minimization of make-span objective function in the single
project scheduling case. Besikci et al. [25] proposed the two-
phase and monolithic genetic algorithms to minimize the
weighted tardiness cost of projects for the MRCPS problem
in the case of the multi-project subject to the renewable and
the non-renewable resource constraints in addition to the
budget constraints and the due date constraints of projects.
Chen et al. [26] developed the discrete version of the
artificial bee colony algorithm. In this version, the local
search operators only affect the mode of execution or the
order of the activities along with their execution modes.
Patience et al. [27] proposed a machine learning approach to
determine the best initial solutions for the metaheuristic
approach for solving multi-mode resource-constrained
project scheduling problems in the case of a single objective
and single project. Curitiba et al. [28] proposed the Path-
Relinking (PR) algorithm to solve the RCPS problem in
single-mode and multi-mode cases. Also, they added a new
fitness function for the individuals who are infeasible to
minimize the make-span. Afshar et al. [29] used the
Simulated Annealing (SA) algorithm to obtain the global
solution for the preemptive multi-mode resource-
constrained project scheduling problem (P-MRCPSP) to
improve the make-span of the project subject to the
resource-constrained and mode changeability after
preemption. Kosztyan et al. [30] proposed a hybrid approach
for solving the MRCPS scheduling; This approach tackles
the MRCPSP to find the optimal solution according to the
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Fig. 3 Search space of the MTCQ-RCMPS scheduling problem.

predefined preferences of the time, cost, and quality.
Nemati-Lafmejani et al. [31] used the AHP to determine the
relative importance of performance metrics for the (NSGA-
I1) and multi-objective particle swarm optimization
algorithm (MOPSO) that proposed to solve the multi-mode
resource-constrained project scheduling and contractor
selection (MRCPSP-CS). In [31], the authors showed that
the proposed hybrid approach finds an adequate alternative
to flexible project management. Kannimuthu et al. [2]
compared the single project approach and the multi-project
approach for solving the MTCQ- RCMPS problem. The
results of these approaches indicate that the single-project
approach is better than the multi-project approach in this
context. Chakrabortty et al. [32] used the modified variable
neighborhood search heuristic algorithm to minimize the
completion time of the project; this algorithm was compared
to the most applicable existing algorithms to solve this
problem. The results of these authors showed that this
algorithm is efficient, particularly with projects that include
a large number of activities, but it does not take into account
the cost and quality of modes besides the duration of the
activities.

From the above related-works, Kannimuthu et al. [2]
solved the MTCQ-RCMPS problem with the largest number
of objectives and constraints. Also, they applied their
approaches to real construction projects. These authors
proposed two approaches to find optimal/near- optimal
solutions for the MTCQ-RCMPS problem. In our research,
we adopt the metaheuristic approach (MGA) and the
analytic process (AHP) to find a near-optimal solution for
the MTCQ-RCMPS problem. The essential differences
among our approach and these approaches will be discussed
in the section (VI) of the experimental results and
discussion.

I1l. PROBLEM DESCRIPTION

In the MTCQ-RCMPS problem, a set of projects are
scheduled simultaneously; each project includes a set of
activities; The quality, time, cost, and resources' demand of

the activity are determined based on the selected mode to
execute it. The MTCQ-RCMPS problem consists of two
sub-problems, which are the mode assignment and RCMPS
problems. The mode assignment sub-problem means a set of
activities or tasks that can be executed by several
alternatives of modes. Each mode has time, cost, quality,
and demand from the resources to implement a particular
activity. The MTCQ-RCMPS problem will become an
RCMPS problem in the single-mode case after the best
single-mode to execute every activity was selected. In the
RCMPS problem, the feasible scheduling must adhere to the
precedence constraints of activities, renewable resources,
non-renewable resources constraints, the budget, due date,
and quality constraints. The quality of the projects
completely depends on modes assignment. On the other
hand, the time and cost of the projects depend on the selected
execution mode and resource scheduling together. The
completion time of the project does not only depend on the
activities' duration of the project but also depends on the
availability of the resources that is necessary to execute
these activities. Moreover, the cost of the project depends on
the direct cost of the selected mode and the penalty cost as a
result of the lack of resources to complete the activities. The
search space of the MTCQ-RCMPS problem is illustrated in
Fig 3. In this paper, the three layers search space of the
MTCQ-RCMPS problem in a multi-mode case is inspired
by the two layers search space of the RCPSP problem in a
single-mode case that reported in precedence constraint
posting schema [33]. MTCQ-RCMPS problem is a complete
NP-hard problem; the search space is composed of separated
three layers. The search space of the execution modes
constraints is represented by the first layer; the selected
mode to execute each activity affects the due date, quality,
budget, penalties' costs, direct resources' cost, and indirect
resources' cost. The precedence constraints and arrival date
constraints are included in the second layer. All types of
resource constraints are represented by the third layer. Due
to the complexity of the MTCQ-RCMPS problem, the
decomposition methodology and the meta-heuristic
approaches are very suitable to solve it.
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V. PROBLEM FORMULATION

The MTCQ-RCMPS problem consists of a set of projects.
Each project includes a set of activities. Each activity can be
executed by a mode or more than executed modes. The cost,
time, and quality are the criteria to generate the near-optimal
solution for this problem under several sets of constraints.
The mathematical model of the MTCQ-RCMPS problem is
formulated as follows:

Indices and decision variables: Indices and decision
variables:

Project index, i = (1,2, ...,N)

j: Activity index of i** project (j =
1, 2, . ,nl-)

T;: Completion time of i*" project

N: Number of projects

n;: Number of jt* activity of it" project

fei: Finish time of j* activity of i*"project by
assignment m‘* mode

AD;: Arrival date of i*" project

Q;: Quality of it" project

a;: Relative importance between the minimum

and average quality of i*" project

Qi'min Minimum quality of it" project among the
assignment activity modes

Qi'av g Average quality of it" project among the
assignment activity modes

TC: Total cost of all the projects

Cy: Direct and indirect costs of i* project is
calculated by Eq. (20)

Cp: Total cost of violated constraints of i*"
project is calculated by Eq. (21)

D;: Due date of i** project

c/B: Budget (Upper pound of cost) of it" project

stf: Start time of jt* activity of i*" project by
assignment m‘* mode

st Start time of k" activity of i*"project by
assignment m‘* mode

My, A set of preceding activities before kt*
activity of i*" project

t: Represents a time period (a time period ¢ is
define as the time interval [t — 1,t[ V(t =
1,2,...T) where T denotes Max/,{T;}

R: Number types of g global renewable
resources

R: Number types of gt" global non-renewable

g: Index pointers to type of renewable global
resources, g = (1,2, ...,R)

g: Index pointers to type of global non-
renewable resources, g = (1,2, ...,R)

Ry: Quantity of gt" global renewable resources
over time periods of projects

V,: Number of inventory’ cycles for gt"* global
non-renewable resource

C,t Index pointer of inventory’ cycles for gt"
global non-renewable resource (C, =
1,2,..,V,)

;RZQ: Quantity of g™ global non-renewable

resources over time of Cgth inventory cycle,
€, =12,..,V)

qAZrle :

‘lATirjljzg :

qA7;

ijril

Mdc:

m .
%Aijrie'

V.

Cp

s

Number of types of [** local renewable

th .
resources of I project.
Number of types of £t* local non-renewable

resources of i"" project

Index pointers to types of local renewable
resources,l = (1,2,..,1;),i EN

Index pointers to types of local non-
renewable resources, £ = (1,2,..,77),i €N
Quantity of I*" local renewable resource of
it" project

Quantity of " local non-renewable
resource of it* project at ¢, inventory
cycle

Demand from global renewable resource
type g to start work in j* activity of i*®
project by m** mode

Demand from global non-renewable
resource type g to start work in jt* activity
of it" project by m*" mode

Demand from [*" local renewable resource
type for j* activity of it" project by m®*
mode

The maximum daily cost of resource
utilization

Demand from £t local non-renewable
resource type for jt* activity of i" project
by mt" mode

Number of inventory’s cycles for #¢" local
non-renewable resource

Index pointer of inventory’ cycles for £t*
local non-renewable resource (¢, =

1,2, ...,v)

Start time of inventory’ cycle for g* global
non-renewable resource

End time of inventory’ cycle for g*" global
non-renewable resource

Index pointer of time inventory’ cycle

Start time of inventory”’ cycle for £** local
non-renewable resource of i* project

End time of inventory’ cycle for £t* local
non-renewable resource of it* project
Duration of jt" activity of i*" project by
assignment m*"* mode

Direct cost of j*activity of the i**project by
assignment m‘* mode

Indirect cost of i" project per period (e.g.
Depreciation cost)

Penalty cost of late i*" project per period
Bonus for an early completion time of it"
project

Penalty cost of quality violation of i‘"
project

Bonus of quality of it" project

if jt* activity of i*" project in an
execution phase at time period t 1)
Otherwise
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1, if j™ activity of project it" project in an
execution phase at time period £ @)
of specific inventory cycle

0, Otherwise

1, if j™ activity of it" project is
executed by m*™ mode (3)
0, Otherwise
Obijective functions:
Minimize T; = maxn‘l{ft }—AD; ,Vv({HE€EN) 4)

Maximize Q; = &; Q;min + ¢! _oci)Qi,avg'v (i€eN) 5)

Minimize TC = ¥N.,(Ciy + Ci) (6)
Subject to:
T; < D; (7
TC < ¥V, cUB (8)
stii < st —di}, Vi € N; V j € My, ©)

i xqATy, < 7y VI ET),V(I EN)V(EET) (10)

?I=12 ]qAL]Rg < Rg 'V(g € R),V(t € T) (11)
it c
)lti'zg:ii‘s nl l]qAL]’}'“g = f v ({) € ’ri)'
V (i € N),V (cp € 1) (12)
Ziz% 12 l]Rg) < g,g) !V (g‘ € R)I
V(IEN)VC, € V) (13)
stii = AD;,V(j € n,), V(i € N) (14)
?’=12 ( (xl]) < Mdc (15)
M AT =1 (16)
Al €{0,1},V(iEN,j En,me M) 17)
di 20,Y(iEN,j En,me M) (18)
t€[0,T] (19)

The above model includes a set of objective functions to
minimize the completion time and maximize the quality for
the i*" project. They are represented by Eq. (4) and Eq. (5),
respectively. Only a single objective function to minimize the
total cost of all the projects together is formulated in Eq. (6)
where C;; and C;, are defined by Eq. (20) and Eqg. (21) as
follows:

Ciq Z L om= 1(A7] deii) + (IC; = Ty) (20)
Cio = (W(PTu(T; = D)) ) + (3 (BT(D: — T) ) +
(Z:(PQ:(Qf® = Q)) + (z:(BQ:(Q: — Q")) (21)

where
1 ={5 Oehermise @)
O @
= {l 0> a
el oo

The MTCQ-RCMPS problem is restricted by a set of
constraints. Eq. (7) represents the due date constraints for
every i" project. The budget’s constraint is formulated in Eq.
(8). EQ. (9) shows the precedence constraints for every
project. The local and global renewable resource constraints
are presented by Eg. (10) and Eq. (11), respectively. Eq. (12)
and Eqg. (13) indicate the local and global non-renewable
resource. The arrival date constraints of projects are present
in Eq. (14). The daily cost constraint is formulated in Eq. (15).
Eq. (16) and Eq. (17) guarantee that every j** activity of it
project is executed by only one mode. Eq. (18) indicates the
non-negative constraints for any duration of activity by any
execution mode. The time step is specified by Eq. (19).

V. PROPOSED APPROACH

MTCQ-RCMPS problem includes two complicated sub-
problems. The first sub-problem is to make the appropriate
decisions for assigning the best execution mode for each
activity. The second sub-problem is to make the appropriate
decisions to find the best start time for each activity based on
the available resources, maximum daily cost, and budget. The
two approaches AHP and MGA are integrated to solve this
problem. The general steps of the proposed AHP-MGA
approach are explained as follows:

Step1l Identify the feasible execution modes that
satisfy the constraints of the daily renewable
resources and the maximum daily cost from the
first layer of the search space.

Determine the best configuration of execution
modes from the list of feasible modes by using
the AHP based on a scheme of pairwise
comparisons; the mode with higher priority for
each activity is selected as the best execution
mode for this activity.

Identify a set of non-dominated project resource
scheduling for the best-selected execution
modes from the feasible resources scheduling of
layer 2 and layer 3 of the search space together
by using the MGA approach.

Select the compromise solution according to the
preference of the decision-maker from the non-
dominated solutions.

If the compromise solution does not satisfy the
budget constraint: this means the preferences of
criteria are conflicted with the budget constraint
(infeasible solution); do (update the preference
of the criteria by the decision-maker and go to
step 1) or (update the budget value).

Step 2

Step 3

Step 4

Step 5
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The details of pseudo-code of constructing the feasible
execution modes in the first step is shown as follows:

The algorithm of the AHP to assign the best execution
mode for each activity is shown as follows:

Construct the feasible execution modes

Alg. of AHP to solve the MTCQ problem

Begin
1: Feasible-modes {} < @ // begin with empty feasible
modes
2: For i « 1 to(N) do // projects
3: For j « 1 to (n;) do // activities of the project
4: For m « 1 to (M;;) do // available modes of activity
5: degf _
If (d,‘,'{) > Mdc then m « m + 1 /icheck daily cost
ij
6:: ‘ Break // ignore infeasible mode
7 Else
8: If ( qA'i’}ril < 7, V1€ r) isnotsatisfied then
m < m + 1 // check daily local renewable resources
9: Break // ignore infeasible mode
10: Else
11 If (qAZ-le < R, Vg € R) is not satisfied then
m < m + 1 // check daily global renewable resources
12: Break // ignore infeasible mode
13: Else
14: Feasible-modes {} « A{j //add to the feasible mode
15. End
16:  Return Feasible-modes{}
End

In the second step, the decision-maker chooses among the
alternatives of the execution modes of the activity based on
how well they meet various objectives in terms of time, cost,
and quality. The structure of the modes selection problem
(MTCQ problem) in terms of the project, activities,
alternatives of execution modes, and criteria is illustrated in
Fig 4. For example, when assigning an execution mode to
implement a particular activity, a decision-maker might
choose among the offered modes by determining how well
each one meets three objectives. The 1% objective is the direct
cost of a mode, the 2" objective is the quality of the resources
by used this mode, and the 3" objective is the duration of
activity by used this mode.

Goal
Choosing the best execution mode
v jth activity of it" project

Project 1 Project i" Project N

Activity 1 Activity jt" Activity n;
Criteria Time Cost Quality
Alternatives Mode 1 Mode m Mode M

Fig. 4 Structure of the MTCQ problem.

Inputs:

N, n;, information of modes vV (i € N),V (j € n;)

Outputs: best Ajj' v (i € N),V (j € n;)

Begin

0:  While (i <N)do

1. While (j <n;)do

2:  Construct the pairwise comparison matrix to
establish the priorities for the three criteria (time,
cost, and quality) based on the preference of the
decision-maker.

3:  Normalize each column in the pairwise comparison
matrix.

4.  Calculate the averages of the elements for each row
in the normalized pairwise comparison matrix; these
averages represent the priorities of the time, cost, and
quality criteria.

5. Check the consistency of the above pairwise
comparison matrix if the degree of consistency is
unacceptable then change the preference of criteria
by the decision-maker and go to step 3.

6:  wg,w., w, « the priority of time, cost, and quality
criterion, respectively.

7. Construct the three pairwise comparisons for the
decision alternatives of execution modes of jt*
activity of i" project; the pairwise comparisons of
these alternatives are expressed by the available
information of the execution modes; this information
is previously estimated by the experts /judges in the
construction projects during the estimation phase of
the project scheduling management.

8: Apply step 3 and step 4 on the three pairwise
comparison matrices which are constructed in step 6
to establish the priorities for all alternatives of m®"
execution modes of j* activity of i*" project.

9: For m« 1 to (number of execution modes of
jttactivity of it" project ) do:

a. ri;"f « the priority value of time of alternative
mt" mode of j¢" activity of i*" project

b. 77 « the priority value of the cost of the
alternative m** mode of j** activity of it"
project.

C. 7 1 « the priority value of the quality of the

alternative m*" mode of j** activity of it"
project.

d. Af} overall priority = Wy( 7;") +

m, m,
we () + w, ()

e. if Ajjhasa rl\rfle(lzwai]_{Ag? overall priority} then

best A7} < A7}
End

To illustrate how the execution mode is assigned to a
particular activity by the AHP approach, let's suppose that a
particular activity has three execution modes as illustrated in
Table 1. We use the objectives' priority (weights) W, and the
priority of each mode on each bt" objective,b = 1,2,3 (i.e.
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time, cost, and quality ) to determine the best execution mode
for a particular activity 4;;. We compute mode offer AQ}”
overall priority by Eq. (26).

Y3 _, W, (mode offer AZP\S priority on bt" objective ) (26)

The objectives' weights W, are explicitly or implicitly
defined in the problem. The objectives' weights (priority of
criteria) W, are determined by the preference of the decision-
makers based on the pairwise comparison matrix; for
convenience, always by Eq. (27).

Zg=1 W, =1 27

When the preferences of a decision-maker are equal (i.e. we

search on the compromise solution among the time, cost, and
111

quality) in this case W, = (5,5,5). When the preference of
the decision-maker only the time or cost or quality in such
cases the weights of the objectives are defined as W, =
(1,0,0) or (0,1, 0), 0r (0,0,1), respectively. In table I, there
is no mode which has the best offers for the three objectives
(e.g., the first mode best meets the cost objective, but it is
worst on the time and the quality objectives), so we determine
the scores of each mode on all the objectives based on the
offers of all the alternative modes for the particular activity.
To determine the best mode for each activity, we apply the
steps of pseudo- code of the MTCQ based on AHP. The
priority of each mode on all the objectives is illustrated in
Table I1. The overall score gives more weight to a mode
offer’s priority on the more important objectives. The
priorities for each mode using time, cost, and quality criteria
are illustrated in Table I1Il, Table IV, and Table V,
respectively. The overall priority for each mode is illustrated
in Table VI.

TABLE VI

PRIORITIES FOR EACH MODE USING EACH CRITERION

) Criteria Overall
Alternatives - - L
Time1/3  Cost1/3  Quality 1/3 Priority
Mode 1 0.1818 0.5932 0.3111 0.3620.
Mode 2 0.5454 0.1694 0.3333 0.3494
Mode 3 0.2727 0.2372 0.3555 0.2885
11

In the case of W, = (3 —), each mode’s overall priority is

3’3’3
computed as follows:
Mode 1 overall priority =0.1818(1/3) + 0.5932(1/3) + 0.3111
(1/3) =0.3620.
Mode 2 overall priority = 0.5454 (1/3) + 0.1694 (1/3) +
0.3333 (1/3) = 0.3494.
Mode 3 overall priority = 0.2727(1/3) + 0.2372(1/3) + 0.3555
(1/3) = 0.2885.
Finally, we choose the best execution mode (mode 1) that has
the highest overall priority to execute the activity.

In the third step, we develop a parallel scheduling
generation scheme for solving the resource-constrained
multi-project scheduling (PSGS-RCMPS) problem. The
PSGS-RCMPS and the MGA approach are integrated to
identify the best solution to the RCMPS problem. PSGS-
RCMPS determines how a feasible schedule is constructed by
assigning start times to the projects’ activities. Also, it iterates
over the time horizon of the projects the scheme starts at a
time point t = 0 and schedules all the possible activities
before the time pointer is increased. At each decision point ¢,
the eligible activities are selected based on the availability of
the renewable and non-renewable resources and maximum
daily cost, then the scheduling sequence of these eligible
activities is assigned according to the priority list. The
priority list is generated by MGA (i.e. each chromosome
represents a priority list). At each decision point, the eligible
activities are scheduled with a starting time equal to the
decision point. The activities that cannot be scheduled due to
the resources’ conflicts are skipped and become eligible at the
next decision point £ >t, which equals the -earliest
completion time of all activities active at the current decision
point t or the closest reorder point t to meet a lack of some
non-renewable resources. Table VII shows the fundamental
differences between the existing traditional PSGS in the
previous study and the developed PSGS-RCMPS in this
work.

TABLE VII
FUNDAMENTAL DIFFERENCES BETWEEN THE
TRADITIONAL PSGS AND THE DEVELOPED PSGS-RCMPS.

Traditional PSGS

PSGS-RCMPS

TABLE |
SEVERAL MODES OF A PARTICULAR ACTIVITY
. Criteria
Alternatives Time Cost Quality
Mode 1 6 2 %70
Mode 2 2 7 %75
Mode 3 4 5 %80
TABLE Il
THE CRITERIA PAIRWISE COMPARISON MATRIX
Time Cost Quality Priority
Time 1 1 1 1/3
Cost 1 1 1 1/3
Quality 1 1 1 1/3
TABLE Il
PRIORITIES FOR EACH MODE USING TIME CRITERION
Mode 1 Mode 2 Mode 3 Priority
Mode 1 6/6 2/6 4/6 0.1818
Mode 2 6/2 2/2 412 0.5454
Mode 3 6/4 2/4 4/4 0.2727
TABLE IV
PRIORITIES FOR EACH MODE USING COST CRITERION
Mode 1 Mode 2 Mode 3 Priority
Mode 1 2/2 712 5/2 0.5932
Mode 2 217 717 5/7 0.1694
Mode 3 2/5 7/5 5/5 0.2372
TABLE V
PRIORITIES FOR EACH MODE USING QUALITY CRITERION
Mode 1 Mode 2 Mode 3 Priority
Mode 1 0.70/0.70 0.70/0.75 0.70/0.80 0.3111
Mode 2 0.75/0.70 0.75/0.75 0.75/0.80 0.3333
Mode 3 0.80/0.70 0.80/0.75 0.80/0.80 0.3555

Non-renewable
resources

The eligible
activities at
each decision
point t

The next
decision point £

Unlimited or limited at
the total time of
projects.

Based on the non-
contradiction of the
renewable resources and
its priority

Equals the earliest finish
time of all activities
active at the current
decision point t

Limited at a set of
interval times of projects

Based on the non-
contradiction of the
renewable and non-
renewable resources,
maximum daily cost,
and its priority

Equals the earliest finish
time of all activities
active at the current
decision point t or the
closest reorder points to
meet a lack of some non-
renewable resources.
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In the PSGS-RCMPS, the set E; of the eligible activities at
each decision point t is constructed by Eq. 28.

Where the eligible activities set E; at each decision point t
contains all unscheduled activities of all projects which are
valid to all precedence constraints. the precedence set PA;;
includes all activities after j** activity in i*" project. C,
includes a set of the activities that were completed at the
decision point t. Also, all local and global constraints of
renewable and non-renewable resources of A;; are valid as
well as the daily cost of A;; is valid. The set of completed
activities C, and the set of the active activities A, at each
decision point t are updated by Eq. (29) and Eq. (30) as
follows.

={4;; e n)\(C, U A,) |(PA” SCHON(t=AD)A
((CIAL]?"l = rllt )VI € rl) A ((quj/r“[

TV (8 €7) A

((injR < R;)VgER) /\((ql‘liﬁeéz S Rp)Vge€
®) /\(( ”) < M—dc)},va eENLV(En)  (28)
Co={Ajen |ftf <th,v(ieN),V(GeEn) (29

Ac={Ajjen|st]f <t < ftfl},V (i € N),V (j € ny) (30)

The available quantities of the local renewable 7;,, and non-
renewable 7, resources at each decision point t are
calculated by Eq. (31) and Eq. (32).

rllt {rll ZAUEAL» qu]rl } v (l € ri) (31)

th = {4/1;[ - ZAUEAC€ qAZ’lTil |(l£5 2t< lfT)}lv (f €
) (32)
Where A, represents the list of active activities at c,th

inventory cycle of £t" local non-renewable resource of it"
project; A, is constructed by Eq. (33).

A, ={Ay e | (st 2 i) AFER < i)}V (i €
N,V (En),Y (£ E€r) (33)

The available quantities of the global renewable R,, and non-
renewable R, resources at each decision point t are
identified by Eq. (34) and Eq. (35).

= |

S ¢
Ryt = {R; X ZAijEAcg qAZ}RA (gs=t<
gr)}hV (g ER) (35)

Rg = Ty B e, 940, },V (g €R) (34)

The set of the active activities at the time of Cgth inventory

cycle of gt" global non-renewable resources is constructed
by Eg. (36).

Ac, ={Ay en [ (st 2 g5) A(FET < g}V (i €
N),V (j € ),V (¢ € R) (36)

The remaining money to reach the maximum daily cost Mdc
is calculated by Eq. (37).

Mdc = Mdc — ZAl-J-EAt d_n{)AZl(xtt]) (37)

In the PSGS-RCMPS, the next decision point £ is updated
by Eq. (38) as follows:

t =Min{ min{ ft/}'}, min{rp,}, min{rp; }}
FEfv(A; ]GAt) V(g€R) v(eEr;)

(38)

Where rp, is the reorder point of the g'" global non-
renewable resources, gr, is the quantity of an order of the
g™ global non-renewable resources, Tp;, represents the
reorder point of the £ local non-renewable resource of it"
project, and gr;, represents the quantity of an order of the £th
local non-renewable resource of it" project.

The developed PSGS-RCMPS is applied to construct a
feasible solution for each chromosome in the MGA approach,
the chromosomes of this approach are represented as depicted
in Fig. 5. The pseudo-code of the developed PSGS-RCMPS
to construct the feasible scheduling of RCMPS problem is
illustrated as follows:

Pseudo-code of PSGS-RCMPS

Inputs: Chromosome {}

Outputs: Feasible resource scheduling for the best

configuration of execution modes

1: decision pointt < 0

2: construct the eligible activities {} of all projects at
the current decision point t by Eq. (28)

3: If the eligible activities {} is empty then update the
decision point by Eqg. (38) and go to step 2

4: A;j « activity from the eligible activities {} with
higher priority for resources in the chromosome {}

5: stji « decision point t //assign start time

6: ftm < st + dj} Ilassign finish time

7 while (|A, U C,| < YN, n;) gotostep2
/I stopping criteria all activities of all projects are
scheduled

8: Return best st;7

,V(i € N),V(j € ny))

Project1 Project i Project N

Activity | Ay | A1y | Ay | An | Ay | Amg | Ant | ANj | Anny

best | best | best | best | best | best | best | best best
Mode

ATy | AT | AT | AR A7 A{';ll AW | AN | ARy
Priority 1 3 8 5 7 9 6 4 2

Sub-chromosome 1 Sub-chromosome i Sub-chromosome N

| J
I

Chromosome

Fig. 5 Representation of chromosome

Each chromosome consists of a set of genes. Each gene in the
chromosome presents the priority to execute a particular
activity in a particular project. The crossover and mutation
operators of MGA are illustrated in Fig. 6 and 7. In the MGA,
the OBX crossover is applied with probability (0.95) to
generate a large number of solutions in a reasonable amount
of time as it has an incredible ability to generate a large
number of children for any pair of parents. For example, if
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there is a problem that includes five activities, the search
space of this problem is represented by 125 chromosomes.
The number of children for each pair of generated parents by
OBX crossover equals 25 = 32 chromosomes.

Parent 1
Ay | Arj | Ay | Aa Aij | Ay | Awi | Anj | Anny
best | best | best | best | best | best | best | best best
Al | AT | AT | AT | AT | AR | AR | ARG | ARy
1 2 3 4 5 6 7 8 9
Parent 2
Ay Alj Aln1 A Aij Aini Ayt ANj ANnN
best | best best best best best best best best
AT | AT | AT, | AT AT | A | ARy | ANy | AR
7 5 8 4 2 9 5 1 6

Binary Crossover (Mask)

Ay | Ay | Ay | An Aij | Ay | Ava | Anj | Anny
best | best | best | best | best | best | best | best best
A | AT | AT | AR | AT | AR | AR | AN | ARy
0 1 0 1 1 0 0 0 0
Offspring 1
All Al]‘ A1n1 Ail Aij Aini ANl ANj ANnN
best | best best best best best best best best
ATy | AT | AT, | AR A7 AR, | AW AN | ARy
7 2 8 4 5 9 3 1 6
Offspring 2
A Alj A1n1 A Aij Aini Any ANj ANnN

best | best best best best best best best best

AT | AT | AT, | AR Al AR | AW | AN | AR
1 5 3 4 2 6 7 8 9

Fig. 6 OBX crossover of MGA

After applying the crossover operator, the mutation Swapping
Mutation is applied to the offspring with probability (0.3) as
follows:

Before mutation
Ajy | Ay | Ay | An | Ay | Ay | Ayt | Anj | Awny
best | best best best | best | best | best | best best

AT | AT | AT | AT | AT | AT | AT | AT | AT,
7 2 8 4 5 9 3 1 6
After mutation
Ay | Ay | Ay | Aa | Ay | A | Avi | Anj | Awng

best | best best best best best best best best

AT | AT | AT, | AR Al AR | AW AR | ARy
7 2 8 3 5 9 4 1 6

Fig. 7 Swapping Mutation of MGA

Pseudo-code of the MGA approach to identify the best
solution for the RCMPS problem is interpreted as follows:

Pseudo-code of MGA

1:  Randomly generate the chromosomes of the initial
population

2:  Construct feasible scheduling for each chromosome
by using the developed PSGS-RCMPS

3:  Evaluate each chromosome according to a set of
objectives: by using Eq. (4), Eq. (5), and Eq. (6)

4. Find the chromosomes which represent the non-
dominated solution

5:  if the termination criterion (max-iteration) is met,
then go to step 9

6:  Rank the individual based on the strength value
which represents the number of solutions that
dominated by the individual (fitness function).

7. Apply the genetic operators (roulette wheel
selection, OBX crossover, and swapping mutation)
to generate a new offspring

8. Gotostep2

9:  Return the non-dominated solutions

Finally, the compromise solution is selected according to the
preference of the decision-maker from the non-dominated
solutions according to Eq. (39).

Minimize z = (TC/ %iL; C/®)(we) + TN ((Ti/
Di(wr ) — (Qi/Q" (Wo ) (39)

The two main goals for each construction company are the
benefit of the owners and the benefit of the customers. the
benefit of the owners is represented by minimizing the total
cost of all projects and the benefit of each customer is
represented by minimizing the time and maximizing the
quality of its project, so we assign the weights of objectives
in Eq. (39) as follows:

(wC,wTi,in) = ((%)(?—@)(Z—@)) where N is the

number of the projects, w. represents the weight of the total
cost, wr, is time’s weight of it" project, Wy, represents the

weight of quality of it" project. For example, in the case of
three projects

3111111

(We, Wry, Wr 5, Wrg, W, Wo,, Wo ) @re (5,5,5:5:57575)

V1. EXPERIMENTAL RESULTS AND DISCUSSION

The proposed AHP-MGA approach was verified to
demonstrate its performance in the first part of this section. In
the second part, the discussion of the results is clarified.

A. Experimental results

The computational experiments were conducted by using
six cases. The first case includes three real construction
projects. All data of these projects can be downloaded from
the following URL link (https://bit.ly/2To6TMh). Also, the
proposed AHP-MGA approach was applied to a set of cases
from the PSPLIB that were modified by Kannimuthu et .al [2]
to include the cost and quality aspects of projects. These cases
can be found by the following URL link
(https://shorturl.at/ixCEK). In this section, the results of the
first five cases (from portfolio instance #1 to portfolio
instance #5) are presented. Also, these authors proposed the
single-project approach (SPA) and the multi-project approach
(MPA) for solving the MTCQ-RCMPS problem. The main
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idea of the SPA approach is to collect a set of the multi-
projects in a single project's network to deal with them as a
single project. To evaluate the performance of the proposed
AHP-MGA approach, we compared its results with these
approaches.

Case 1:

This problem includes 3 real projects X, Y, and Z. These
projects include 32, 28, and 18 activities, respectively. Each
activity can be executed by 3 execution modes. Each mode
has a set of demands from the available resources of the
construction company. The company has 22 types of
resources. Each type is available as a limited quantity at each
time point. The maximum daily cost of resources and the
utilization of all types of resources over time for all projects
by using the proposed AHP-MGA approach are illustrated in
Fig. 8, 9, 10, and 11, respectively. The completion time, the
cost, the quality, and the total cost of the three real building

construction projects are illustrated in Fig.12, 13, 14, and 15,
respectively. The solutions of the proposed AHP-MGA
approach, the SPA, and the MPA for the scheduling of the
three real building construction projects X, Y, and Z are
illustrated in Table VIII.

400000
350000
300000
250000
200000
150000
100000

50000

MaX|mum daily cost at the portfolio INR 350,000

(INR)

Cost

3 gg---------- gy >
Limitation 3 units over time of projects
2
£
2
2
=
<
0
HOUOMNMNDDAMWUONO HCV)LDI\@H DH OO~ A MOS0 ML DH MO O
L B B ] <r|.n|.n LDLO&O&O&O&OI\I\I\I\I\OOOOOO CDO?CDCDG)G)S
EIPlywood_forms R1 CIDOKA_forms R2 MIVAN_forms R3 Material hoist E1
B Tower crane E2 [Bar cutting machine E3 B Bar bending machine E4 B Concrete mixer ES
B Concrete pump E6 BIRMC truck E7 B Autoplaster E8 BISpray Plaster E9
Marble cutting machine E10 Tile cutting machine E11
Fig. 9 Utilization of Plywood_forms R1, Doka_forms R2, Mivan_forms R3, Material hoist E1, Tower crane E2,
Bar cutting machine E3, Bar bending machine E4, Concrete mixer E5, Concrete pump E6, RMC truck E7,
Autoplaster E8, Spray plaster E9, Marble cutting machine E10, Tile cutting machine E11.
10
- - - - Limitation 9 units over time of projects _ _ _ _ _ _ __ __ __ _____________ >
s N e Concreting crew L3
Formwork crew L1 Concerting crew L3 Formwork crew L1
Plastering crew L5
-"5 6 = = = Painter L6
‘E = = o White washer L7
b= Plastering crew L5
sS4
2
0

Fig. 10 Utilization of Concerting crew L3, Formwork crew L1, Plastering crew L5, Painter L6, and White washer L7 over
time of the of the first case.
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16

14

Quantity (Unit)
[o0)

Limitation 15 units over time of projects

2
]

Block crew L4

= = = Rebar crew L2

Flooring crew L8

. Blockwork crewlL4
Flooring crew L8

Fig. 11 Utilization of Rebar crew L2, Flooring crew L8, and Block crew L4 over time of the first case.
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Fig. 12 The completion time of the first case.
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3000000
2000000
1000000

0

n_ —o— AHP-MGA
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Fig. 13 The cost of the first case.

Fig. 14 construction projects’ quality of the first case.

Total cost of projects (INR)

25000000
21384475
20000000
14793941
15000000 -
10000000 :
5000000 :
. :
MPA SPA
Approaches

Fig. 15 The total cost of first case.
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The above results of the three real construction projects by
using the proposed AHP-MGA approach clear that most of
the completion time and the quality of the projects are
modified by using the AHP-MGA approach by a slight
increase in the total cost of the projects (see Table VIII). The
suggested solution of the real construction projects obtained
by the AHP-MGA approach does not include the minimum
total cost, but it provides the compromise solution of the time,
cost, and quality of the projects without violating the budget,
the maximum daily cost, and the resources constraints.

Case 2:

The values of the time, cost, and quality of the projects
according to the proposed AHP-MGA, MPA, and SPA in
case 2 are illustrated in Fig. 16,17, and 18, respectively. Also,
the details of the improved solutions for this case are
illustrated in Table IX.

45
40
35

w
o

(¢, ]

/

Time (day)
N N

| ="
15 -~ —4—AHP-MGA
10 MPA
SPA———
Project 1 Project 2 Project 3

Fig. 16 The completion time of the second case.

7000000
6000000 —
5000000 /,0
4000000 —
o
Z 3000000 — % —— -
3 2000000 - MPA
o
1000000 —SPA
0
Project 1 Project 2 Project 3

Fig. 17 The projects' cost of the second case.

The second case shows that the results of the proposed
AHP-MGA approach achieved the best performance
compared with the SPA, MPA in terms of time, cost, and
quality for most projects, but the proposed AHP-MGA

approach sometimes allows delays in some projects or a slight
decrease in quality compared with SPA and MPA approaches
(see Fig 16, 18). This is because the time and quality of the
projects are soft constraints (i.e. the due date and quality of
projects are constraints that can be violated in exchange for
some penalties). On the other hand, budget constraints are
hard constraints that can't be violated. In this case, the cost of
the projects by using SPA and MPA approaches violate the
budget constraints while the proposed AHP-MGA achieves
budget surplus (see Fig. 19).

74
—o— AHP-MGA
73 —MPA———
\ SPA
12
271
5+
& \
70 :/
69
68
Project 1 Project 2 Project 3

Fig. 18 Construction projects' quality of the second case.
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4000000
2642058

¥

2000000 1174526
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¥

! 277324

71=

Budget
surplus

Total cost of
projects

Budget
deficit

Fig. 19 The total cost and budget surplus of the second case.
Case 3.

The values of the time, cost, and quality of the projects
according to the proposed AHP-MGA, MPA, and SPA in
case 3 are illustrated in Fig. 20, 21, and 22, respectively. Also,
the details of the improved solutions for this case are
illustrated in Table X. In this case, the proposed AHP-MGA
approach improved the cost of all projects and improved the
time of the first and second projects with a slight decrease in
the quality of projects. The proposed AHP-MGA approach
overcome the budget deficit that is proposed by the solutions
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of the MPA and SPA approaches. Also, the proposed AHP-

14,000,000
MGA approach achieved the budget surplus see Fig. 23. 12656121 12031440 2 AHP-MGA
12,000,000 VA 4 MPA
45 10, 3507
10,000,000 77k = SPA
40 2 ~ /
/ % 8,000,000 /
30 —5 Z 6,000,000 w57
& © Y
=2 4,000,000 =
£ 20 el 1656121
F o —  —+AHP-MGA 2000000 =27 7 j ,_,1?31440
Total cost of  Budget Budget
SPA projects deficit surplus
Project 1 Project 2 Project 3 Fig. 23 The total cost and budget surplus of case 3.

Fig. 20 Completion time of projects in case 3.
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Fig. 21 The projects' cost of case 3.
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Case 4:

The values of the time, cost, quality, and the total cost of
the projects according to the proposed AHP-MGA, MPA, and
SPA in case 4 are illustrated in Fig. 24, 25, 26, and 27
respectively. Also, the details of the improved solutions for
this case are illustrated in Table XI.
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Fig. 24 Completion time of projects in case 4.
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Fig. 22 Construction projects' quality of case 3.

Fig. 25 The projects' cost of case 4.
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Fig. 26 Construction projects’ quality of case 4.

From the results of this case, it is clear that the SPA and MPA
often violate the budget constraints while the proposed AHP-
MGA approach provides solutions within the limits of the
permitted budget for projects. In addition to that, it achieves
a budget surplus (see Fig 27), as well as the time and cost that
are prominently improved by a slight decrease in the quality
of projects around (1%), as a result of the design of our
proposed approach, which is inclined toward the balancing
between the benefits of the customers and the owners of the
companies.
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Fig. 27 The total cost and budget surplus of case 4.
Case 5:

The values of the time, cost, quality, and total cost of the
projects according to the proposed AHP-MGA approach,
MPA, and SPA in case 5 are illustrated in Fig. 28, 29, 30, and
31, respectively. Also, the details of the improved solutions
for this case are illustrated in Table XII.

Fig. 28 Completion time of projects in case 5
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Fig. 29 The projects' cost of case 5.
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Fig. 30 Construction projects' quality of case 5.
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Fig. 31 The total cost and budget surplus of case 5.

Case 6:

The values of the time, cost, quality, and total cost of the
projects according to the proposed AHP-MGA approach,
MPA, and SPA in case 6 are illustrated in Fig. 32, 33, 34, and
35, respectively. From this case results, it is clear that the
proposed AHP-MGA approach outperforms the MPA and the
SPA in the time and cost, and quality of all projects in
addition to that, it achieves a budget surplus (see Fig 35). The
details of the solutions by using the proposed AHP-MGA,
MPA, and SPA are illustrated in Table XIII.
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Fig. 33 The projects' cost of case 6.
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Fig. 32 Completion time of projects in case 6.

Fig. 34 Construction projects’ quality of case 6.
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Fig. 35 The total cost and budget surplus of case 6.
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B. Discussion

The AHP-MGA approach has been verified against the
SPA and MPA approaches from the literature [2]. According
to the results in the experimental results section, it is clear that
the proposed AHP-MGA approach outperforms the SPA and
MPA in most of the cases, due to several reasons that can be
summarized as follows:

1) Inthe MPA and SPA, the original multi-objective (time,
cost, and quality) of the resource scheduling
optimization problem has been transformed into a
single-objective optimization problem by the weighted
sum method. The weighted sum method is one of the
most widely used multi-objective methods for
solving multi-objective problems due to its simplicity.
However, this method has several drawbacks, such as in
some of the cases, it is difficult to generate a good set of
points that are uniformly distributed on the Pareto front.
Also, this method only works for convex Pareto fronts.
Moreover, the objectives' proper normalization is
frequently needed so that their ranges/values should be
comparable. Otherwise, the weight coefficients will be
poorly distributed, leading to biased sampling on the
Pareto front [34].

2) In the SPA, the original multi-project scheduling
optimization problem has been transformed into a
single-project optimization problem by the dummy
activities. This methodology is an easy way to find a
feasible solution for the multi-project scheduling
problem, but it has several drawbacks that prevent it
from finding the optimal or a near-optimal solution in
the case of the multi-project scheduling [11]-[13].

3) Inthe MPA, each project is optimized individually while
in the proposed AHP-MGA, a set of projects are
optimized simultaneously to maximize the utilization of
resources.

4) The AHP-MGA approach can improve several
dimensions of the problem. The AHP contributes to
optimize the time, the direct cost, the quality of
activities, and the quality of projects. On the other hand,
the MGA contributes to optimizing the completion time
and total cost of the projects.

5) The main problem, the multi-mode multi-objective
resource-constrained multi-project scheduling problem,
includes two sub-problems: the modes assignment
problem and the multi-objective resource-constrained
multi-project scheduling problem. These two problems
belong to Multi-Criteria Decision Making (MCDM), but
the first problem belongs to the class of multi-attribute
decision making (MADM) of MCDM. The MADM
problem refers to making preference decisions by
evaluating and prioritizing a limited set of alternatives
based on multiple conflict attributes [35], so we base on
the AHP as one of the most powerful methods of
MADM. It is used to rank the alternatives of modes and
select or assign the best alternative to execute each
activity. On the other hand, the multi-objective resource-
constrained multi-project scheduling problem belongs to
the class of multi-objective decision making (MODM)
of MCDM, so we used the multi-objective genetic
algorithm as one of the best MODM to solve this
problem. According to the reasons that have been
mentioned, any single optimization approach is not
sufficient to solve the main problem.

VII. CONCLUSION AND FUTURE WORK

The MTCQ-RCMPS problem represents a difficult
challenge in construction projects due to the strong conflict
among the three objectives: the time, cost, and quality, in
addition to the conflicts of resources. There are conflicts in
the context of the local resources at the level of the activities
of the projects. Also, there are conflicts in global resources at
the level of the projects. The proposed AHP-MGA approach
consists of two sub-approaches: the multi-criteria analytical
hierarchy process and the modified genetic algorithm. Also,
the MTCQ-RCMPS problem is composed of two sub-
problems, which are the MTCQ trade-off problem and the
RCMPS problem. Firstly, the execution modes of the
activities are compared by the three criteria of each execution
mode: the time, cost, and quality; the best execution mode of
each activity is allocated based on the highest weight of the
execution modes for each activity by using the AHP.
Secondly, the RCMPS problem is solved by the MGA
algorithm. Also, we developed PSGS-RCMPS to construct
feasible solutions to the RCMPS problem for each individual
of the population. We have compared the proposed AHP-
MGA with the existing approaches and observed the average
(28.53%), (20.37%), and (2.36%) improvement in terms of
the time, cost, and quality of projects, respectively compared
with the MPA. And we observed the average (10.53%),
(11.49%), and (1.81%) improvement in terms of the time,
cost, and quality of projects, respectively compared with the
SPA. Furthermore, the solution by the proposed AHP-MGA
approach does not include any budget deficit while the budget
constraint was violated in the provided solutions by using the
MPA and SPA approaches in the related work. In addition to
that, the proposed AHP-MGA achieves the budget surplus at
a rate of (3.32%).

In terms of future studies for this work, more multi-criteria
decision-making approaches should be applied to evaluate the
alternatives of the execution modes instead of the
mathematics and meta-heuristic  approaches. These
approaches would be useful because the stochastic search in
the multi-mode space, precedence, and the resource space
together without search's criteria is a very difficult and time-
consuming process. The proposed approach in this paper
deals with only the non-preemptive activities whereas the
construction projects in the real world have some preemptive
activities, so the preemptive activities should be taken into
account in future studies.
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