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Abstract—To improve the classification accuracy of the massive amount of image data, we propose a novel extreme learning machine classification model for image classification which based on convolutional neural networks. Based on the framework of Alex Net network, the hash function is constructed as the hidden layer between image representation and classification output in convolutional neural network. At the same time, the extreme learning machine is introduced at the end of the network layer, which saves the classification time, and the connection weight need not be adjusted iteratively, which improves the speed of training and saves the time of classification. Using extreme learning machine, Liang [4] proposed an algorithm to learn data continuously or one by one. Wei Tao et al. [5] proposed a self-tagging online sequence OS-ELM method, which makes a good improvement on the situation that there are few labeled data in target domain and many unlabeled data in image classification. These improved methods improve the performance of convolutional neural network in image classification task, but there are few methods to introduce hidden layer and hash function which can learn image feature representation on the basis of Alexnet network. The image features and related binary hash coding are learned in a supervised way. The high-dimensional visual data is mapped to the low-dimensional Hamming space by designing hash function, and the classification is reduced by using the improved network structure time-consuming. Experiments show that the CNN image classification method based on ELM has better effects in image classification task, and its performance is better than the existing methods.

I. INTRODUCTION

The task of image classification is to divide the samples of different categories into different semantic space based on the feature expression ability of the image on the computer, which has been widely used in many fields. Traditional Image classification methods such as content-based Image Retrieval [1] overcome the limitations of manual annotation, but their accuracy depends largely on the accuracy of Image feature extraction. In recent years, neural network has made great progress in vision. The gap between machine extraction of image information features and human understanding of image information is gradually narrowing. For example, VGG with good generalization performance won a good place in the ImageNet image classification competition in 2014 [2]. However, with the increase of global image feature dimension, it is difficult to meet the time requirement by using violent search method. Hash algorithm has been widely used in many visual tasks because of its advantages in computing efficiency and storage. Yang et al. [3] used hash function to match similar data into similar binary code through mapping, which achieved good results in image retrieval performance, but its classification time was long. The subsequent Extreme Learning Machine (ELM) is widely used in image classification due to its random threshold setting, and the connection weight need not be adjusted iteratively, which improves the speed of training and saves the time of classification. Using extreme learning machine, Liang [4] proposed an algorithm to learn data continuously or one by one. Wei Tao et al. [5] proposed a self-tagging online sequence OS-ELM method, which makes a good improvement on the situation that there are few labeled data in target domain and many unlabeled data in image classification. These improved methods improve the performance of convolutional neural network in image classification task, but there are few methods to introduce hidden layer and hash function which can learn image feature representation on the basis of Alexnet network. The image features and related binary hash coding are learned in a supervised way. The high-dimensional visual data is mapped to the low-dimensional Hamming space by designing hash function, and the classification is reduced by using the improved network structure time-consuming. Experiments show that the CNN image classification method based on ELM has better effects in image classification task, and its performance is better than the existing methods.

II. EXTREME LEARNING MACHINE

Aiming at the shortcomings of traditional single hidden layer neural network, such as long training time and sensitive learning rate, the concept of ELM was proposed. ELM improves the training speed and generalization performance of gradient algorithm. In the process of training, elm not only surpasses the traditional algorithm in learning speed, but also does not need to adjust the parameters of iterative network, so it is widely used in image recognition, speech recognition and other fields. Its structure is as follows: suppose there are N training sample pairs \((X_i, t_i), i = 1, 2, 3, ..., N\), where, \(x_i = [x_{i1}, x_{i2}, ..., x_{im}]^T \in \mathbb{R}^m, t_i = [t_{i1}, t_{i2}, ..., t_{im}]^T \in \mathbb{R}^m\) are the corresponding expected output vector, each output is M-dimension, and the dimension of output is its category numb. For a single hidden layer neural network with L hidden layer nodes, it can be expressed as:

\[
y_i = \sum_{i=1}^{L} \beta_i g(a_i \cdot x_i + b_i), i = 1, 2, 3, ..., N \quad (1)
\]

Among them, \(a_i = [a_{i1}, a_{i2}, ..., a_{IR}]^T\) is the weight vector between the input layer and the L-th hidden layer neurons, \(b_i\) is the deviation of the L-th hidden layer neurons, \(\beta_i = [\beta_{i1}, \beta_{i2}, ..., \beta_{IR}]^T\) is the weight vector of the network, the objective function is:

\[
\sum_{i=1}^{N} ||t_i - y_i|| = 0 \quad (2)
\]
Namely:
\[
\sum_{i=1}^{L} \beta_i g (a_i \cdot x_i + b_i) = t_i, i = 1, 2, 3, \ldots N
\]

The form of matrix is as follows:
\[
H \beta = T
\]

Among them, H is the output matrix, \( \beta \) is the output weight, T is the expected output:
\[
\beta = [\beta_1, \beta_2, \ldots, \beta_L]^T, T = [t_1, t_2, \ldots, t_N]^T
\]

\[
H = \begin{bmatrix}
  h(x_1) \\
  \vdots \\
  h(x_N)
\end{bmatrix} = \begin{bmatrix}
  g(a_1, b_1, x_1) & \cdots & g(a_L, b_L, x_1) \\
  \vdots & \ddots & \vdots \\
  g(a_1, b_1, x_N) & \cdots & g(a_L, b_L, x_N)
\end{bmatrix}
\]

Since the connection weights between input layers are set randomly in the learning process of ELM, and the weights between output layers can be determined by solving equations. Therefore, the calculation is relatively simple, and the connection weight \( \beta \) can be calculated according to formula (4).

III. BINARY HASH CODING LEARNING OF HIDDEN LAYER

Supervised hash learning is a process in which the category labels of images are used to estimate the output of binary coding model, and then the model parameters are adjusted continuously according to the errors between the actual output and the expected output in the iterative process. Based on the revelation in literature [6], this paper constructs a hidden layer between the network output layers, and its activation function is:
\[
a^H_m = \sigma (a^7_m w^H + b^H)
\]

In the above equation, \( w^H \in R^{d \times K} \) represents the network weight of this layer, \( a^H_m \) is the K-dimensional vector, \( b^H \) is the bias term, \( \sigma () \) is the Sigmoid logic function, where \( \sigma (z) \) is defined as \( \sigma (z) = \frac{1}{1 + \exp(-z)} \), and the binary coded function is given by the following formula:
\[
b_m = (\text{sgn}(a^H_m - 0.5) + 1)/2
\]

When the network framework is constructed, the hash learning method is used to index the data, which can not only preserve the tag semantics between images, but also improve the ability of image classification. At the output end of the convolutional neural network, the symbol function \( \text{sgn} () \) is used to quantify the quasi-hash code into the binary hash code. Given data set \( \chi = \{x_1, x_2, x_3, \ldots, x_n\} \), \( d \) is dimensions of data points, using kernel function \( \kappa : R^d \times R^d \rightarrow R \) to construct hash function that satisfy \( R^d \rightarrow \{0, 1\} \). Inspired by Kernelized Locality-Sensitive Hashing KLSH [7] algorithm, a hash function using kernel function \( \kappa \) is defined, and the formula is as follows:
\[
f(x) = \sum_{j=1}^{m} \kappa (x_j, x) a_j - b
\]
\[
h(f(x)) = \text{sgn} (f(x)) = \begin{cases} 
1, & f(x) > 0 \\
0, & f(x) \leq 0
\end{cases}
\]

Among this, \( x_j \) is a randomly selected sample from \( \chi \), \( a_j \in R, a_j \in \mathbb{R} \). The design of hash function should not only obtain enough information, but also satisfy the balance as much as possible, so it should satisfy \( \sum_{i=1}^{n} h(x_i) = 0 \), bias term \( b = \sum_{i=1}^{n} \sum_{j=1}^{m} \kappa (x_j, x) a_j / n \), bring bias term \( b \) into formula (9) and get \( f(x) = \sum_{j=1}^{m} \left( \kappa (x_j, x) - \frac{1}{n} \sum_{i=1}^{n} \kappa (x_j, x_i) \right) a_j = a^H \mathbf{k} (x) \), among this \( a = [a_1, \ldots, a_m]^T, \mathbf{k} : R^d \rightarrow R^m \) is mapping vector:
\[
\mathbf{k} (x) = [\kappa (x_1, x) - \mu_1, \ldots, \kappa (x_m, x) - \mu_m]^T
\]

Among this \( \mu_j = \sum_{i=1}^{n} \kappa (x_j, x_i) / n \) can be calculated in advance.

IV. A CONVOLUTIONAL NEURAL NETWORK IMAGE CLASSIFICATION BASED ON ELM

A. Convolutional Neural Network

CNN operates the input image layer by layer, from extracting low-level features that can represent the basic attributes of the image to inferring more advanced image features, which shows that the convolutional neural network has strong recognition and representation capabilities. The convolutional layer uses a convolution core of a certain size to act on the local image region to extract image features. The pooling layer is to down sample the convoluted output image by imitating the human visual system. The fully connected layer maps the learned hidden layer features to the label space of the sample. The training process of the network is as follows:

1) Forward propagation stage: The operation of each layer input feature is as follows:
\[
y^{(l)} = f \left( \sum_{i=l}^{l} w^l \otimes x^{(l-1)} + b^l \right)
\]

Among this, \( l \) is the number of layers, \( y^{(l)} \) is the result of the output layer, \( x^{(l)} \) is the input, \( \otimes \) is the convolution calculation, and \( b^l \) is the offset term. \( f \) represents the activation function, \( m \) is the input feature set and \( W \) is the weight of the layer.

2) Back Propagation Stage: Back propagation adjusts the parameters according to the error until the expected output is achieved:
\[
\arg \min_W E(W) = \arg \min_W \sum_{i=1}^{M} L(z_i) + \lambda ||W||^2
\]

Among this, \( L() \) denotes the loss function, \( W \) denotes the weight of the network, \( \lambda \) is the regularization term, \( z_i \) is the input of the network. The cross-entropy loss function is calculated based on SoftMax, which converts the final output of the network into a probability function through exponential transformation. The loss function is defined as follows:
\[
L(z_i) = -\log \sigma_i (z)
\]
\[
\sigma_i (z) = \frac{\exp (z_i)}{\sum_{j=1}^{m} \exp (z_j)}, i = 1, 2, 3, \ldots, m
\]
\[
z_i = z_i - \max (z_1, z_2, z_3, \ldots, z_m)
\]

Among this, \( z_i \) is the predicted output, and \( \sigma_i (z) \) predicted input value belongs to the probability value of a certain category.
The improved framework is shown in Figure 1. The network framework is improved as follows:

1) The method of max-ave pooling is used to replace the maximum-pooling method in the experiment, and the maximum-mean Pooling method was used to replace the maximum-pooling method in the AlexNet+FC+max-ave-pooling (AFCM) method of AlexNet+FC+Batch Normalization (AFCB) method of AlexNet+FC+Normalization on the basis of AlexNet model. The Normalization (AFCB) method of AlexNet+FC+Batch Normalization (AFCB) is based on the Normalization of data in hidden layers. The maximum-mean Pooling method was used to replace the maximum-pooling method in the experiment, and AlexNet+FC+max-ave-pooling (AFCM) method was used for verification. During the experimental process, three methods with good performance are selected for comparison experiments with AFCME, such as Stochastic Pooling [8] (SP), NIN+Dropout[9] (ND) and AlexNet+Fine-tuning[3] (AF).

In this paper, the evaluation index of image classification performance is evaluated by the relationship between the mean value of error rate, precision ratio and average accuracy and the number of hidden layer neurons. Formula 17 is the MAP. Among them, $N_c$ is the number of samples accurately classified, $p(k)$ denotes the accuracy of $k$ position, $rel(k)$ denotes whether $k$ position is related to the classification category, and $N_{K}$ is the total number of samples.

$$
\text{precision} = \frac{N_c}{N_{K}} \quad (17)
$$

$$
\text{MAP} = \frac{1}{N_{K}} \cdot \sum_{q=1}^{N_q} \sum_{k=1}^{N_c} p(k) \times rel(k) \quad (18)
$$

MNIST data set is generally divided into 10 categories, so the channel of network output image is set as 10, and the data is trained by stochastic gradient descent method. In the experiment, several methods with better performance were selected to compare the accuracy with MAP. The results are shown in Fig.2 and Fig.3.
Figure 2 shows the precision comparison chart of the proposed method and the comparison method on MNIST dataset under different hidden layer nodes. It can be seen from the figure that the precision of AFCME is not very different from the current better performance methods, such as NIN+Dropout and AlexNet+Fine-tuning. But when the number of hidden layer neurons is 48, the precision of the proposed method reaches 92%. The reason is that the MNIST dataset contains a relatively single image type, and the image feature extraction is relatively simple. After several convolution layers, the main information is extracted.

Figure 3 shows the comparison of average precision mean values of AFCME and Stochastic Pooling, NIN+Dropout and AlexNet+Fine-tuning on MNIST dataset. When the number of hidden layer neurons is 48-64, the MAP values of AFCME are 3% higher than the Stochastic Pooling values, indicating that the proposed method, compared with the contrast method, has the characteristics of high average accuracy and stable performance. The reason is that MNIST feature extraction is relatively easy, blindly increasing the number of neurons will increase the test error rate, which will make the generalization ability of the model too poor. On the contrary, in the later stage, the classification accuracy of the network basically remains unchanged.

CIFAR-10 data set contains 10 types of images, so in order to match the probability of image output from the network, set the output channel of the network as 10. The same as MNIST data set, the experiment adopts the same comparison method, and compares the precision and average precision with the proposed method. The results are shown in Fig.4 and Fig.5.

Figure 4 shows the precision comparison chart of the proposed method and the comparison method on CIFAR-10 dataset under different hidden layer nodes. The experimental results in Figure 4 show that AFCM has better generalization and classification performance compared with current image classification methods. And by connecting the ELM at the end of the network layer, the precision can reach 78% when the number of neurons is 64, which shows that the improved method proposed in this paper has good optimization. It can be seen from the curve that the results of AFCME on the CIFAR-10 data set are characterized by high precision and stable performance compared with the existing methods, which indicating that the improved method is more effective for image feature extraction.

Figure 5 shows the comparison of average precision mean values of AFCME and Stochastic Pooling, NIN+Dropout and AlexNet+Fine-tuning on CIFAR-10 dataset. Experimental results show that the proposed method in combination with the largest - average on the basis of their respective advantages not only in the process of feature extraction to keep the translation invariance of the deformation and small deformation, and combined with the advantages of extreme learning machine using the generalized inverse calculation, reduce the classification of consumption, accelerate the training speed of the network, and therefore is good method to do contrast experiment has better performance.

In the experiment of the error rate of image classification
performance, the comparison results of the error rates of the following different classification methods are obtained. The experimental results of the two datasets are shown in Table 1 and 2.

Analysis of the data in Table 1 shows that the error classification rate of the proposed method can reach 0.5%. The error rate for batch normalization used is 0.63% due to the fact that Batch Normalization is generally used in frameworks with more complex network structures. The error rate of the improved network framework can reach a small value when the number of training iterations is very small. In this way, even if ELM is accessed on the basis of hidden layer, it will not give full play to its advantage.

Table 2 shows the error classification rate of CNN model on CIFAR-10 dataset. Adding hidden layer alone cannot achieve the maximum performance improvement, and can only reach the general level in all methods. However, the error classification rate of the model is significantly reduced to 9.85% by using maximum-mean pooling instead of the original pooling method. The reason is that the new pooling method is more conducive to the classification and recognition of images.

In order to verify the influence of the improved network framework on the calculation time, one of the CIFAR-10 data sets was selected in the experiment to compare the training time spent by AFCME with Inception-v4 and AlexNet+Fine-tuning methods. The experimental results are shown in Table 3. The total duration of one-time forward propagation and backward propagation in the network training process was selected as the basis for comparison. Compared with the traditional CNN, the training time is shortened to 0.09s because the Extreme Learning Machine adopts the property of finding generalized inverse for feature classification, which indicates the effectiveness of the proposed improved method.

VI. CONCLUSIONS

In this paper, an improved CNN image classification method is proposed. This method uses the hidden layer connected by AlexNet to improve the accurate expression of learning features, and at the same time uses the extreme learning machine introduced after full connection layer to shorten the calculation time and improve the accuracy of image classification. The experimental results show that the proposed method can extract more distinguishing and expressive deep features. However, there are still some improvements in this method. When the degree of discrimination of extracted feature is not obvious, the accuracy of classification results cannot achieve the desired results. In the future, the framework of the network can be further studied to further reduce the error rate of image classification, improve the expression ability of learning features and shorten the calculation time.
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