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Abstract—Short-term power load forecasting is an important factor affecting the security and economic operation of modern power systems. In order to avoid the limitation of a single model, this paper proposes a novel variable weight combined model that combines three single models of support vector regression (SVR), linear regression (LR) and random forest (RF). In the proposed model, a weight table is created based on time similarity, which contains weight information of 336 timestamps for determining the weight of each model. Then, particle swarm optimization (PSO) is employed to complete the modeling of the variable weight combined model. To evaluate the forecasting ability of the combined model, this paper takes the half-hourly power data of New South Wales as an example. Experimental analysis shows that all the evaluation metrics of the proposed model are better than the three single models and combined model based on average weight.
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I. INTRODUCTION

Power load forecasting is an important factor that affects the security and economic operation of modern power systems. On the user side, the power demand directly determines the power production, and the high-precision power forecast can provide scientific guidance for many large-scale factories and enterprises in purchasing electricity to avoid waste of resources. As far as the power company is concerned, estimating electricity consumption in advance allows it to make reasonable arrangements for the operation of the power grid to ensure that the production cost of the power plant is minimized when the power generation and supply are reliable. Therefore, it is of great practical significance to improve the accuracy of short-term power load forecasting.

Researchers have proposed a number of methods to predict power load. Generally speaking, these methods can be classified into three major categories: traditional methods, artificial intelligence methods, and ensemble methods.

Traditional methods include simple linear regression [1], multiple linear regression [2], [3], autoregressive integrated moving average (ARIMA) [4]–[7], kalman filtering [8], etc. For example, Nepal et al. [6] propose an ARIMA model with clustering technology, which provides sufficient time for management authorities to design peak load reduction strategies. Amral et al. [2] design a linear regression forecasting system for the South Sulewesi’s Power Market. Due to a plenty of random influence factor in the fitting process, can not avoid completely producing prediction failures only through fitting parameter of linear [3], [9], [10]. Traditional ideas and tools may have been unable to meet the modern needs technically; some analysis methods of considering random factor are gradually paid attention.

Recently, the analysis methods of considering random factor have been widely applied to power load field, such as SVR [11]–[13], neural networks (NNs) [14]–[19], fuzzy logic [20]–[22], expert systems [23], etc. These methods are called artificial intelligence methods. Among them, the excellent performance of SVR has attracted much attention. SVR has a strict theoretical and mathematical foundation. The generalization ability of SVR is superior to neural networks, and the algorithm has global optimality [24]. In addition, some optimization methods are often used to help the learning of SVR. Wang et al. [25] use SVR model for annual load forecasting, its parameters are determined by the differential evolution algorithm. Yang et al. [26] propose a sequential grid method based on support vector regression (SGA-SVR). The above two works prove that their method is superior to SVR with default parameters and traditional methods. However, each method has unavoidable shortcomings and cannot always provide the desired performance. For example, neural networks are more likely to return local optimal solutions rather than global optimal solutions. The parameters of SVR have a great influence on its performance.

Ensemble methods have good robustness, including random forest (RF) [27]–[30], gradient boosting decision trees (GBDT) [31], and extreme gradient boosting (XGBoost) [32]–[34], etc. RF is based on the decision tree as learner to construct bagging integration, and further randomly selects features and randomly selects samples during the training of decision tree [35]. These methods have been used for power load forecasting and have achieved certain results. For example, Johannesen et al. [27] use random forest to predict the power demand of the Sydney region, the forecasting error of ahead half-hourly forecasting varied between 1% and 2%. Barta et al. [31] put
forward a forecasting model based on GBDT, and the forecasting accuracy of the model is about 20% higher compared with a mature method. Ren et al. [36] propose an XGBoost model that integrates historical load and exogenous variables, which has smaller and smoother prediction errors compared with SVR and random forest.

So far, the above methods have been widely used to predict power load in previous studies. However, they show different prediction effects according to different data characteristics. For example, for time series, one algorithm has the optimum forecasting effect in one segment, while another algorithm can show the optimum forecasting results for other segments. Therefore, in this case, one approach to enhance performance is to use two or more prediction methods. The strategy can be called the combined method, which was first proposed by Bates and Granger [37]. The combined method has become a mainstream method in forecasting and is used by more and more scholars [38]–[42]. It can obtain higher accuracy and more reliable forecasting results. The main reasons can be summed up in two aspects [43]: one is that different methods can capture different effective information of power load data. Second, different methods can complement each other. It is worth mentioning that the accuracy of the combined forecasting is not always higher than that of the single model, but the result of combined forecasting is often more reliable than that of the single model [44]. Lahouar and Ben [28] construct 24 random forest models (one for each hour) to forecast the load on the day ahead, and the results are satisfactory. However, one drawback is that they combine multiple identical models. Researchers have further developed combined methods. To learn from each other, Moon et al. [45] present a combined model of load forecasting based on RF and multilayer perceptron (MLP). They use load data collected from a university campus in South Korea for six years as an empirical study. On the basis of ARIMA and XGBoost models, Li et al. [46] propose two new methods to predict the security level of energy supply in China. Zhang et al. [47] design a combined model to forecast the electricity consumption of the mineral company by combining deep learning and machine learning, and good results are obtained. Although all of the above studies produced better results than a single model, they used the same weights throughout the forecast period.

The key to the combined method is to solve the problem of weight coefficient. If the weight coefficient is appropriate, the combined model can get better prediction results. Conversely, the opposite result may occur. To the author's knowledge, there are few studies on the determination method of variable weight coefficient. Therefore, our goal is to propose a variable weight model that dynamically adjusts the weight coefficient over time based on the time similarity. Power load is a time series, which is affected by calendar attributes. Therefore, simple average weighted combination can not well combine the advantages of each single model. To this end, we propose a novel method for determining variable weight coefficients. The method calculates the weight of each model at a certain timestamp according to the previous prediction error, and then uses the calendar attribute of the timestamp as the index and uses the weight coefficient as the data to create a weight table, which covers the weight information of 336 timestamps in a week. When forecasting future load, weight information can be obtained from the weight table based on calendar attribute, thus realizing the variable weight prediction.

According to the above analysis, we aim to combine the advantages of various types of regression methods, such as the excellent linear fitting ability of traditional methods, the outstanding non-linear learning ability of artificial intelligence methods, and the decent robustness of ensemble methods. Therefore, our study combines SVR, linear regression and random forest to propose a combined model. Fig. 1 clearly shows the graphical abstract of this paper. The main contributions of this paper are summarized in the following aspects:

1) This paper proposes a novel variable weight combined model, which effectively combines the superiority of each single model and improves the forecasting accuracy.
2) Based on time similarity, we propose a weight table, which is used to save the weight information of 336 timestamps in a week.
3) Swarm intelligence algorithm is employed to optimize the model’s hyperparameters, which gives full play to the characteristics of each model.
4) The comparison between the proposed variable weight combined model and the combined based on average weight shows that our proposed model is more effective.

This paper is organized as follows: Section II introduces the basic principles of the prediction method used in this paper; Section III introduces the combined prediction model in detail and proposes a variable weight coefficient based on time similarity; Section IV demonstrates the experiment preparations and two contrast experiments, as well as the forecasting results; Section V concludes the research and notes some recommendations for future work.

II. METHODOLOGICAL APPROACH

A. Support Vector Regression (SVR)

The function of SVR can be defined as:

\[ f(x) = \omega \varphi(x) + b \]

where, \( \omega \) is a weight vector; \( b \) is a constant. The objective function is:

\[ \frac{1}{2} \| \omega \|^2 + C \sum_{i=1}^{n} \mathcal{L}(f(x_i) - y_i) \]

where, \( \mathcal{L}(z) = \begin{cases} 0 & \text{if } |z| \leq \varepsilon \\ |z| - \varepsilon & \text{otherwise} \end{cases} \]

with \( C \) being the penalty factor; \( \mathcal{L} \) is the \( \varepsilon \)-insensitive loss function. To determine the coefficients \( \omega \) and \( b \), the slack-factor \( \xi_i \) and \( \xi_i^* \) are introduced, so the objective function can be converted to:
The above is a constrained programming problem. Finally, the solution of SVR is:

\[
\frac{1}{2} \| \omega \|^2 + C \sum_{i=1}^{n} (\xi_i^+ + \xi_i^-)
\]

subject to:

\[
\begin{align*}
  f(x_i) - y_i & \leq \xi_i^+ + \xi_i^- \\
  y_i - f(x_i) & \leq \epsilon + \xi_i^- \\
  \xi_i, \xi_i^- & \geq 0, i = 1, 2, \ldots, n
\end{align*}
\]

(4)

The above is a constrained programming problem. Finally, the solution of SVR is:

\[
f(x) = \sum_{i=1}^{n} (\alpha_i^+ - \alpha_i^-)K(x_i, x) + b
\]

where, \( \alpha_i^+ \) and \( \alpha_i^- \) are Lagrange multiplier; \( K(x_i, x) \) is the kernel function. The radial basis function (RBF) kernel \( K(x_i, x) = e^{-\gamma \| x-x_i \|^2} \) is used in this study.

**B. Linear Regression (LR)**

LR is a traditional method, compared with artificial intelligence methods, such as neural networks and SVR, its training time has obvious advantages. At the same time, for data with strong periodicity and smoothness, LR can get more precise result than neural networks and SVR. Its effect is similar to that of SVR using linear kernel function, but it does not require tedious iterative training process and parameter adjustment. Therefore, for power load data with strong periodicity and smoothness, the use of linear regression is a more appropriate choice than other methods.

LR is a traditional mathematical statistical method, whose mathematical expression is:

\[
Y = X\beta + \epsilon
\]

(6)

The least square method is applied to solve the regression parameters, and find the regression function, that is, the prediction model. The formula is:

\[
\beta = (X^TX)^{-1}X^TY
\]

(7)

**C. Random Forest (RF)**

Random forest is based on decision tree as learner to construct bagging integration, and further introduce random feature selection during the training of decision tree. The dataset \( M \) is sampled \( t \) times by bootstrap to get \( t \) sample subsets. Each decision tree is trained from one sample subset, and random feature selection is introduced during the training process, that is, \( k \) feature subsets are randomly selected from the feature set \( D \) of the current node, and the optimal feature is selected from the feature subset for divide. For regression problems, the predicted value is the average of the predicted results of all trees, as shown in following formula.

\[
Y = \frac{1}{t} \sum_{i=1}^{t} Y_i
\]

(8)

The structure of the random forest is shown in Fig. 2.

**D. Particle Swarm Optimization (PSO)**

PSO is a stochastic searching method based on swarm cooperation inspired by the predation behavior of birds. Its basic idea is: by simulating the predation process of a flock of birds, each bird is regarded as a particle in the PSO algorithm, which is the feasible solution of the problem. The specific process can be summarized as follows: First, a number of particles are randomly initialized in a population space, all of which have the following two properties: velocity \( v_i \) and position \( x_i \). Then, the velocity and position are updated by the following formula:
\[ v_{i+1} = \omega \times v_i + c1 \times \text{rand()} \times (pbest_i - x_i) + c2 \times \text{rand()} \times (gbest - x_i) \]  
\[ x_i = x_i + v_{i+1} \]

where, \( \omega \) is the inertia weight; \( c1 \) and \( c2 \) are the acceleration constant; \( \text{rand()} \) is a uniformly distributed random number on the interval \([0,1]\).

III. THE VARIABLE WEIGHT COMBINED MODEL

A single model often has its limitations, which cannot fully reflect the variation trend of future data, so it is difficult to achieve the ideal forecasting effect. Combined model can make full use of the useful information in each model to enhance the forecasting accuracy. The prediction process of the combined model is shown in Fig. 3.

A. Determination of Variable Weight Coefficient

Considering the system information and variable factors provided by various forecasting models, a more systematic and comprehensive combined model is achieved by giving a certain weight to a single model. The weight coefficient determines the accuracy and reliability of the combined model. For time series, the forecasting accuracy of single model is inconsistent at different times, so the weight coefficient of single model needs to be adjusted with time. If the weight coefficient of each model is fixed, it will inevitably lead to the combined forecasting model is not scientific enough, so it is necessary to adopt variable weight combination in time series prediction. The variable weight combination can avoid the interference of a single model by random factors, and can combine the superiority of each model into a new model. Therefore, the variable weight combined model can obtain high forecasting accuracy and good reliability.

This paper uses a simple and practical method to determine the variable weight coefficient, that is, the distribution method of the reciprocal of the forecasting error. Specifically, a single model with large error is assigned a small weight coefficient; otherwise, a large weight coefficient is assigned.

Suppose the same forecasting problem, there are \( N \) single models and \( n \) timestamps (training samples), \( Y(t) \) is the actual value at time \( t \) \((t=1,2,\cdots,n)\), \( \hat{Y}(t) \) is the predicted value of the \( i \)-th model at time \( t \), \( \omega_i(t) \) is the weight coefficient of the \( i \)-th model at time \( t \), and satisfy:

\[ \sum_{i=1}^{N} \omega_i(t) = 1 \quad (t=1,2,\cdots,n) \]  

where, \( \omega_i(t) \geq 0 (i=1,2,\cdots,N) \). Then the variable weight combined model can be expressed as:

\[ \hat{Y}(t) = \sum_{i=1}^{N} \omega_i(t)\hat{Y}_i(t) \]

where, \( \hat{Y}(t) \) is the predicted value at time \( t \). \( \epsilon_t = |\hat{Y}(t) - Y(t)| \) is the prediction error of the \( i \)-th model at time \( t \). The weight coefficient of the \( i \)-th model at time \( t \) is shown in the following formula.

\[ \omega_i(t) = \frac{\epsilon_{i(t)}^{-1}}{\sum_{i=1}^{N} \epsilon_{i(t)}^{-1}} \]

Obviously, \( \sum_{i=1}^{N} \omega_i(t) = 1, \omega_i(t) \geq 0 \), which satisfies the requirement of non-negativity of the weight coefficient. The expansion of \( \omega_i(t) \) can be represented by a matrix.

\[ \omega_i(t) = \begin{bmatrix} \omega_i(1) & \omega_i(2) & \cdots & \omega_i(N) \\ \omega_i(1) & \omega_i(2) & \cdots & \omega_i(N) \\ \vdots & \vdots & \ddots & \vdots \\ \omega_i(1) & \omega_i(2) & \cdots & \omega_i(N) \end{bmatrix} \]

B. Create Weight Table Based on Time Similarity

Through 3-fold cross-validation on a training set, the predicted value corresponding to different training samples is obtained for each model, and then the weight coefficient of each model on the different sample is obtained by Eq. 13. Because the samples are sampled over time, it is equivalent to obtaining the weight coefficient for each model on different timestamps. For time series with significant periodicity, we can use the calendar attribute of time series to make each single model that has different weight coefficient at different timestamp, thereby establishing a weight table, in which the weight is dynamically adjusts with the calendar attribute.

For the power load data used in this study, it is obvious that the load data shows a periodic change (see Fig. 5). Therefore, based on the timestamp of load data (which day of the week, which half-hour of the day), we can establish a weight table that uses the calendar attribute as the index and the weight coefficient as the data. The weight table covers the weights of 336 time points in a week (sampling interval of 30 minutes). The algorithm description for establishing the weight table is shown in Algorithm 1. Table I shows the 5 records of the generated weight table.

When we need to forecast the power load data of a certain time point in the future, we can get the corresponding model weights from the weight table according to the \( \text{dow} \) and \( \text{hhod} \) of the time point. For example, to forecast the load at 12 o’clock on Monday, that is, \( \text{dow}=0, \text{hhod}=24 \), then the weights corresponding to \( \text{dow}=0 \) and \( \text{hhod}=24 \) in the weight table are taken out as the weight of each single model at the
time point. Get the weight from the weight table as shown in Fig. 4.

Algorithm 1. Establishment of weight table.

**Input:** Training set \( D = \{(x_1,y_1),(x_2,y_2),\ldots,(x_N,y_N)\} \);

Single models \( L_1, L_2, \ldots, L_n \).

**Process:**
1. for \( i=1,2,\ldots,N \) do
2. for \( t=1,2,\ldots,n \) do
3. \( \hat{y}(t) = L_i(D) \)
4. end for
5. end for
6. for \( i=1,2,\ldots,N \) do
7. for \( t=1,2,\ldots,n \) do
8. \( e_i^t = |\hat{y}(t) - y(D)| \)
9. end for
10. end for
11. for \( i=1,2,\ldots,N \) do
12. for \( t=1,2,\ldots,n \) do
13. \( \omega(t) = \frac{e_i^t}{\sum e_i^t} \)
14. end for
15. end for

**Output:** the weight table

<table>
<thead>
<tr>
<th>dow</th>
<th>hody</th>
<th>SVR</th>
<th>LR</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.3894</td>
<td>0.3974</td>
<td>0.2132</td>
</tr>
<tr>
<td>1</td>
<td>0.2606</td>
<td>0.2448</td>
<td>0.4946</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.7749</td>
<td>0.0747</td>
<td>0.1504</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.2840</td>
<td>0.4363</td>
<td>0.2797</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.5701</td>
<td>0.1371</td>
<td>0.2928</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE I
WEIGHT TABLE**

<table>
<thead>
<tr>
<th>dow</th>
<th>hody</th>
<th>SVR</th>
<th>LR</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.3894</td>
<td>0.3974</td>
<td>0.2132</td>
</tr>
<tr>
<td>1</td>
<td>0.2606</td>
<td>0.2448</td>
<td>0.4946</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.7749</td>
<td>0.0747</td>
<td>0.1504</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.2840</td>
<td>0.4363</td>
<td>0.2797</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.5701</td>
<td>0.1371</td>
<td>0.2928</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE II
WEIGHT TABLE**

<table>
<thead>
<tr>
<th>dow</th>
<th>hody</th>
<th>SVR</th>
<th>LR</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.3894</td>
<td>0.3974</td>
<td>0.2132</td>
</tr>
<tr>
<td>1</td>
<td>0.2606</td>
<td>0.2448</td>
<td>0.4946</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.7749</td>
<td>0.0747</td>
<td>0.1504</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.2840</td>
<td>0.4363</td>
<td>0.2797</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.5701</td>
<td>0.1371</td>
<td>0.2928</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4. Schematic diagram of getting weight.

**IV. CASE STUDY**

In this section, two experiments for New South Wales data are designed to prove the predictive capacity of our proposed variable weight combined model. Before this, necessary preparations such as data exploration, data processing and evaluation metrics are also presented as the research basis.

**A. Load Data Exploration**

To verify the performance of the variable weight combined model based on time similarity and particle swarm optimization, the half-hour load data of May 2007 in New South Wales is used as a study case. The statistical information of the data set used in the case is listed in Table II.

The load curve is shown in Fig. 5(a). The load data has both daily and weekly cycles. Except for weekend, the daily load curve is roughly the same. Also, for a week, the load on one day of the week is more or less the same as the load on the same day of previous week and next week. These cycles are caused by daily human activities. Therefore, the power demand of New South Wales has an important relationship with the calendar attribute.

Fig. 5(b) plots the load curve of 24 hours per day in the first week of May 2007. There is a significant difference in power demand between day and night. From 20:00 in the evening, power demand begins to fall and reaches a minimum between 4:00 and 5:00 in the morning. After 5 o’clock, the demand for electricity rose rapidly as people began to move. Between 18:00 and 19:00 in the afternoon, electricity consumption reached its peak. Meanwhile, power demand on weekends is usually lower than on weekdays, but the general trend of daily demand is the same. Fig. 5(b) shows that the power demand follows a specific law every day and at some point in the day.

**B. Data Preprocessing and Evaluation Metrics**

In order to eliminate numerical differences and speed up learning, we need to standardize the input data. The following formulas are used to standardize the data:

\[
\bar{x} = \frac{x - \mu}{\sigma}
\]

where, \( \mu \) is the mean of the original data \( x \), \( \sigma \) is the standard deviation, and \( \bar{x} \) is the normalized data.

This study uses five metrics to evaluate the performance of the proposed variable weight model from two aspects: accuracy and stability. The mean absolute error (MAE), mean absolute percentage error (MAPE), root mean square error (RMSE), and coefficient of determination (R2) are used to evaluate the forecasting accuracy.

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |\hat{y}_i - y_i| \tag{16}
\]
\[
MAPE = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \tag{17}
\]
\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \tag{18}
\]
\[
R2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2} \tag{19}
\]
For stability, the variance of forecasting error (VFE) is used to evaluate the stability.

\[
VFE = \frac{\sum_{t=1}^{n} (E_t - \bar{E})^2}{100n}
\]  

(20)

where, \( n \) is the number of data, \( y_t \) is the actual load at time \( t \), and \( \hat{y}_t \) is the forecasting load at time \( t \). \( E_t = y_t - \hat{y}_t \).

C. Model Hyperparameters Selection

In order to make each model give full play to their characteristics, PSO algorithm is considered to optimize their hyper-parameters. The parameters of PSO are selected as follows: the population size is 10, the maximum iteration is 30, \( c1 = 2 \), \( c2 = 2 \) and the inertial weight is set to 1. The results of these models’ selection are shown in Table III.

D. Experiment I: Comparative Study of Single Model and Proposed Combined Model

Experiment I is designed to verify the prediction performance of the variable weight model based on time similarity, by comparing the proposed model to its components. The predicted results are shown in Fig. 6 and Table IV, and the detailed description of predicted results is as follows:

For one day’s prediction results, the proposed model obtains almost the best values of all evaluation metrics, such as the smallest MAE and MAPE values, and the largest R2 value, which means that the proposed model obtains better prediction results than the three single models.

On average, our developed model gets the smallest errors and the largest R2: MAE, RMSE, MAPE, and R2 are 93.617, 140.937, 0.974%, and 0.987, respectively. Compared with SVR, LR and RF models, the MAE value of the combined model decreased by 14.256, 25.319 and 38.929, respectively; RMSE decreased by 32.539, 28.989 and 68.124, respectively; MAPE decreased by 0.127%, 0.285% and 0.416%, respectively.

Considering the average results, our proposed variable weight model has optimal performance. The forecasting accuracy is superior to that of its components. Our proposed model with a VFE of 174.684 is smaller than the three single models, which evaluates the forecasting stability.

Remark. Based on the prediction results and the above analysis, it can be inferred that the proposed variable weight combined model has better accuracy and stability than its components. Therefore, our proposed variable weight coefficient based on time similarity is effective.

E. Experiment II: Comparative Study of Combination Methods

In order to reflect the superiority of variable weight based on time similarity, Experiment II compares the proposed model with the combined model based on average weight. Table V and Fig. 7 show the results of five evaluation metrics for two combined models. The details are as follows:

For one day’s prediction results, our model gets the best values of all evaluation metrics. On average, the values of MAE, RMSE and MAPE of the proposed model are 93.617, 140.937 and 0.974%, which decrease by 9.506, 8.275 and 0.108% compared with the average combination, respectively. The R2 value of proposed model is 0.987. Meanwhile, our proposed model’s variance of forecasting error is also the best. In comparison, the combined model based on average weight also reduces the error, but the effect is not as significant as the variable weight combination. Therefore, the forecasting performance of variable weight combination outperforms the simple average weighted combination. The reason is that the average weighted combination treats its components equally, while the variable weighted combination treats its components differently by dynamically adjusting the weight coefficient of the single model over time.

Remark. The errors of the two combined models are significantly reduced compared to single models, which reflects the effectiveness of combined model in improving prediction accuracy, but our developed combined model performs better.

### Table II

Main Digital Features of Dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Time</th>
<th>Number</th>
<th>Mean</th>
<th>Std</th>
<th>Min.</th>
<th>Median</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>May 1—May 29</td>
<td>1392</td>
<td>8628.475</td>
<td>1124.083</td>
<td>6148.720</td>
<td>8791.435</td>
<td>11051.210</td>
</tr>
<tr>
<td>Test</td>
<td>May 30—May 31</td>
<td>96</td>
<td>9343.533</td>
<td>1229.770</td>
<td>6671.760</td>
<td>9549.385</td>
<td>11616.780</td>
</tr>
</tbody>
</table>

### Table III

Hyperparameters Selection Results

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR</td>
<td>C ( \in [10^3,100] )</td>
<td>Penalty factor</td>
<td>28.47810177</td>
</tr>
<tr>
<td></td>
<td>( \gamma \in [10^{-3},1] )</td>
<td>Kernel coefficient</td>
<td>0.33499965</td>
</tr>
<tr>
<td></td>
<td>( \epsilon \in [0,1] )</td>
<td>Allowable deviation</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( n_{estimators} \in [10,200] )</td>
<td>Number of regression trees</td>
<td>78</td>
</tr>
<tr>
<td></td>
<td>( \text{max-depth} \in [1,15] )</td>
<td>Maximum tree depth</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>( \text{min_samples_leaf} \in [2,20] )</td>
<td>Minimum sample number of leaf node</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( \text{min_samples_split} \in [2,20] )</td>
<td>Minimum sample number of node splitting</td>
<td>2</td>
</tr>
</tbody>
</table>
### TABLE IV
Performance Comparison Between The Proposed Model and Its Components

<table>
<thead>
<tr>
<th>Date</th>
<th>Model</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
<th>R2</th>
<th>VFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>May 30</td>
<td>SVR</td>
<td>67.448</td>
<td>92.142</td>
<td>0.720</td>
<td>0.994</td>
<td>83.772</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>113.007</td>
<td>167.619</td>
<td>1.234</td>
<td>0.980</td>
<td>275.964</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>86.515</td>
<td>115.738</td>
<td>0.969</td>
<td>0.990</td>
<td>128.110</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>65.376</td>
<td>94.571</td>
<td>0.716</td>
<td>0.994</td>
<td>87.341</td>
</tr>
<tr>
<td>May 31</td>
<td>SVR</td>
<td>148.298</td>
<td>227.371</td>
<td>1.483</td>
<td>0.966</td>
<td>401.495</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>124.866</td>
<td>172.203</td>
<td>1.284</td>
<td>0.980</td>
<td>280.309</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>178.578</td>
<td>272.062</td>
<td>1.811</td>
<td>0.951</td>
<td>578.169</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>121.859</td>
<td>175.451</td>
<td>1.231</td>
<td>0.980</td>
<td>238.271</td>
</tr>
<tr>
<td>Average</td>
<td>SVR</td>
<td>107.873</td>
<td>173.476</td>
<td>1.101</td>
<td>0.980</td>
<td>266.074</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>118.936</td>
<td>169.926</td>
<td>1.259</td>
<td>0.981</td>
<td>278.940</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>132.546</td>
<td>209.061</td>
<td>1.390</td>
<td>0.971</td>
<td>379.719</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>93.617</td>
<td>140.937</td>
<td>0.974</td>
<td>0.987</td>
<td>174.684</td>
</tr>
</tbody>
</table>

Note: The best results of five evaluation metrics are shown in bold.

### TABLE V
Performance Comparison Between The Proposed Model and Average Weight Combination

<table>
<thead>
<tr>
<th>Date</th>
<th>Indices</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
<th>R2</th>
<th>VFE</th>
</tr>
</thead>
<tbody>
<tr>
<td>May 30</td>
<td>Variable weight (Proposed)</td>
<td>65.376</td>
<td>94.571</td>
<td>0.716</td>
<td>0.994</td>
<td>87.341</td>
</tr>
<tr>
<td></td>
<td>Average weight</td>
<td>75.532</td>
<td>108.074</td>
<td>0.836</td>
<td>0.992</td>
<td>113.169</td>
</tr>
<tr>
<td>May 31</td>
<td>Variable weight (Proposed)</td>
<td>121.859</td>
<td>175.451</td>
<td>1.231</td>
<td>0.980</td>
<td>238.271</td>
</tr>
<tr>
<td></td>
<td>Average weight</td>
<td>130.715</td>
<td>181.242</td>
<td>1.328</td>
<td>0.978</td>
<td>244.439</td>
</tr>
<tr>
<td>Average</td>
<td>Variable weight (Proposed)</td>
<td>93.617</td>
<td>140.937</td>
<td>0.974</td>
<td>0.987</td>
<td>174.684</td>
</tr>
<tr>
<td></td>
<td>Average weight</td>
<td>103.123</td>
<td>149.212</td>
<td>1.082</td>
<td>0.985</td>
<td>191.989</td>
</tr>
</tbody>
</table>

Note: The best results of five evaluation metrics are shown in bold.

Fig. 5. (a) Power load curve in May 2007; (b) Daily power load curve of one week.
- The forecasting and actual load for proposed model and its components

![Comparison between the proposed model and its components](image)

- The comparison of evaluation metrics among proposed model and its components

<table>
<thead>
<tr>
<th></th>
<th>Proposed</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE (%)</th>
<th>VFE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>0.987</td>
<td>0.871</td>
<td>0.981</td>
<td>9.03</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>0.987</td>
<td>0.871</td>
<td>0.981</td>
<td>9.03</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>0.987</td>
<td>0.871</td>
<td>0.981</td>
<td>9.03</td>
</tr>
<tr>
<td></td>
<td>SVR</td>
<td>0.987</td>
<td>0.871</td>
<td>0.981</td>
<td>9.03</td>
</tr>
</tbody>
</table>

![Comparison between the proposed model and average weight combination](image)

- The forecasting and actual load for proposed model and average weight combination

![Comparison between the proposed model and average weight combination](image)

- The comparison of evaluation metrics among proposed model and average weight combination

<table>
<thead>
<tr>
<th></th>
<th>Proposed</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE (%)</th>
<th>VFE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>0.987</td>
<td>0.871</td>
<td>0.981</td>
<td>9.03</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.987</td>
<td>0.871</td>
<td>0.981</td>
<td>9.03</td>
</tr>
</tbody>
</table>

Fig. 6. Comparison between the proposed model and its components.

Fig. 7. Comparison between the proposed model and average weight combination.
V. CONCLUSION AND FUTURE WORK

For short-term power load forecasting, because it is affected by many factors, a model shows different forecasting results in different time periods. In this case, one approach to enhance performance is to use two or more prediction models. To this end, this paper proposes a novel variable weight combined model that combines three single models of SVR, LR, and RF. The key to the combined model is the determination of the weight coefficient. For this reason, this paper also presents a new variable weight coefficient based on time similarity. Moreover, a swarm intelligence algorithm is used to optimize the model’s hyperparameters, which gives full play to the characteristics of each model. The performance of the proposed model is verified by using power load data from New South Wales. Experimental analysis shows that the variable weight combined model is superior to its components in all evaluation metrics. Meanwhile, our variable weight combination also outperforms the average weight combination.

All in all, our combined model will be a promising research direction in the future, and it can also be widely used in other prediction fields, such as residential water consumption prediction, rainfall prediction, wind speed prediction, and so on. However, there are still some problems in the combined model that we need to solve. For example, when establishing a combined model, how many forecasting algorithms can make the combined model achieve the best forecast accuracy, or which algorithms can improve the forecast accuracy. This will be the direction of our work in the future.
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