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Abstract—Cavendish banana is an important export product
of many countries, while postharvest banana classification also
impacts plantation income. The quality inspection standard
classifies Cavendish banana into three groups based on fruit
size as large, medium and small. Most factories classify bananas
manually which is time-consuming and also prone to errors.
To expedite and enhance this process, a new fast and reliable
method is proposed for classifying Cavendish banana gradings.
The dataset contained 415 records, which were divided into five
classes: L1, L2, L3, L4, and Reject. This study proposes employ-
ing a Synthetic Minority Oversampling Technique (SMOTE)
to address imbalanced data by synthesizing the minority class
to generate new minority sample data. Then a Random Forest
classifier based on fruit length and fruit diameter parameters is
implemented to efficiently classify Cavendish banana grading.
Performance of the proposed method was assessed using 10-
fold cross-validation. Compared to other machine learning
techniques, results revealed that our approach delivered ex-
cellent performance with highest classification accuracy of
97.88%. Accuracy of 95.38% was achieved for an unseen testing
dataset, illustrating superior performance to the other methods.
We finally demonstrate a web application of the Cavendish
banana grade classification system that was developed from
the proposed model.

Index Terms—Cavendish banana, Random Forest, data clas-
sification, banana grading, prediction model, SMOTE, k-fold
Cross-Validation

I. INTRODUCTION

For banana production, Thailand is ranked 20th globally
and 6th in Asia with annual output of around 1 million
tons [1]. Chiang Rai Province in Northern Thailand has
large Cavendish banana plantations and exports the product
mostly to China. The main banana export varieties are Musa
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(AAA group) ‘Klui Hom Thong’ (Gros Michel banana) and
‘Klui Hom Khieo’ (Cavendish banana) as well as Musa
(AA group) ‘Klui Khai’ [2]. A famous banana variety for
both domestic and export markets is Gros Michel banana,
particularly for modern trade and retail markets. However,
Cavendish banana plantations in Chiang Rai have gradually
increased to around 200 hectares, with 90% of the product
exported to the Chinese market. Recently, the lack of trained
workers has been the main factor impacting postharvest
handling of commercial bananas for sorting, selecting and
sizing by visual appearance. The main typical fruit charac-
teristics for commercial Cavendish for export are considered
such as defect, fruit size, classifies the fruit shape, maturity
and disease. The Philippine National Standard (PNS/BAFPS
64:2008) [3], classifies the fruit size of Cavendish banana
into three size groups (large, medium, small) in terms of
length and diameter. Due to the commercially exported
grade, the large size was considered for data analysis in
this report. In Thailand, most agricultural business models of
banana production and supply chain involve contract farming
(smallholder farmers) who have limited technology, tools and
poor infrastructure development to control the uniformity of
fruit quality. After collecting banana fruit, time is required at
the packing house for grading and sorting, and this increases
postharvest handling. To date, very limited banana grade
classification has been conducted using machine learning to
promote efficient Cavendish standards classification for ex-
port, particularly from the fruit size. Also, no previous study
has reported on the machine learning approach that is low
cost, non-destructive, and fast for banana fruit classification
in Thailand.

Nowadays, emerging technologies as advanced engineer-
ing and computational methods, especially machine learning
techniques, play a crucial role in improving quality of life
through healthcare, the environment, document processing,
linguistic, agriculture, food, and ameliorating postharvest
problems [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14],
[15], [16]. Research by [17] developed a technique for classi-
fying ripeness from banana images into three types as unripe,
ripe, and overripe. The system was based on a histogram
of RGB value components, and an artificial neural network
(ANN) was used as a classifier, achieving accuracy of 70%.
In addition, [18] created an intelligent identification system
for grading banana fruit. Two groups containing healthy
and defective fruits were considered. An artificial neural
network was utilized as a classifier by selecting extracted
banana image features composed of RGB to gray conversion,
image filtering, thresholding, edge detection, and morpho-
logical operation of dilation. Results showed the highest
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recognition rate of 97.00%. Moreover, [19] implemented an
image preprocessing technique for classifying three cultivars
as Cavendish, Lady Finger, and Pisang Awak. This study
focused on types of banana because they are herbaceous
plants that produce fruit all year round. Bananas are an im-
portant economic crop for domestic consumption and also for
export. Scale-invariant shape analysis was used for prediction
by a Bayesian network, and the performance was presented
at an overall accuracy of 84%. In 2017, [20] described a
model for banana ripeness classification. This is an important
task in banana post-harvesting. A model was developed that
utilized a fuzzy classifier to categorize the level of banana
fruit into unripe, ripe, and overripe stages. Performance
determined an average classification accuracy of 93.11%.
Furthermore, [21] used various techniques such as k-Nearest
Neighbor, Support Vector Machine, Decision Trees, Naive
Bayes, and Discriminant Analysis to compare the classifying
performance and grade of banana fruit ripening stage. Their
proposed model delivered the best results by implementing
a system to identify the ripening stage of bananas using
an artificial neural network based on color, development
of brown spots, and Tamura statistical texture features. A
recognition rate of 97.75% was obtained. Moreover, Random
Forest was used by [22] for modeling the detection of apple
fruit diseases and classification. Color and textural features
extracted from the fruit image were combined. Experimental
results showed that the accuracy of disease classification
using combined features was better than that obtained from a
single feature. Due to its excellent performance, classification
algorithms in machine learning has been implemented in
many applications including agricultural problems, please see
[23], [24], [25], [26], [27] for more examples.

This study presents a simple but very efficient tool derived
from machine learning techniques for Cavendish banana
classification. This tool can effectively control fruit quality
at each farm before sending the banana fruit to the packing
house. This Cavendish banana grade classification focused
on the physical data of banana fruit. The standard for
commercially exported banana grade comprises the criteria
considered here. Therefore, we designed a tool for banana
grading classification using Random Forest, a popular ma-
chine learning algorithm. The RF and a Synthetic Minority
Oversampling Technique (SMOTE) were combined to clas-
sify banana grading based on fruit length and fruit diameter
parameters. Furthermore, the web application implemented
from the proposed model can be used in real-time to effec-
tively assist in banana classification.

This paper is structured as follows. Section II presents
the Cavendish banana dataset prepared and used in this
study, while the proposed method is outlined in section III.
Classification results and a detailed discussion are provided
in section IV, with conclusions drawn and recommendations
for further research suggested in section V.

II. CAVENDISH BANANA DATASET

A total of 208 bunches of Cavendish banana (Musa (AAA
group) ’Kluai Hom Khieo’) were harvested at around 11
weeks after inflorescent emergence at the plantation site in
Phaya Meng Rai District, Chiang Rai Province, Thailand
(19◦49′14.0”N 100◦10′56.5”E) during March 2018 to Au-
gust 2018. The third and fifth hands were selected for quality

evaluation and cleaned with chlorinated water (150 ppm).
Fruit diameter was measured using a Digitronic Vernier
caliper (Moore & Wright MC MW110-15DBL 0-150 mm,
UK) across two positions at the middle point, and averaged
for the diameter of each finger (cm). Fruit length (cm) was
measured along both sides of each finger using a measuring
tape [28], [29]. The dataset contained 415 records, each
of which was classified into one of five categories based
on diameter and length: L1, L2, L3, L4, and Rejection by
specialist collection. Moreover, some parts of the dataset in-
cluded rejected classes as sunburn, insect infection, oversize,
and over mature. Examples of these rejections are shown in
Fig. 1.

Fig. 1: Samples of the banana dataset.

III. METHODOLOGY

The proposed approach involved six crucial steps. First,
the collected raw dataset of banana grading was loaded
from the database. Second, since some class labels were
imbalanced sets in the acquired data, we remedied this
problem by implementing the SMOTE algorithm. To do this,
minority class oversampling was improved by increasing the
amount of data in this set. Details of SMOTE are presented
in the following subsection. Third, the dataset was split
into 70% as the training dataset and 30% as the testing
dataset. Fourth, the number of trees and maximum depth of
trees were tuned according to hyperparameter optimization,
leading to an optimal Random Forest. Fifth, the prediction
model was performed and then the proposed method was
evaluated using 10-fold cross-validation. Finally, we applied
the learned model to the testing dataset using the RapidMiner
data mining tool. A block diagram of the proposed approach
for Cavendish banana grade classification and prediction is
illustrated in Fig. 2.

A. Synthetic Minority Over-sampling Technique (SMOTE)

Data mining process with imbalance dataset is one of
the most difficult problems in machine learning in many
applications. It is difficult to achieve overall accuracy where
imbalanced data classification using machine learning meth-
ods [30], [31], [32]. Recently, several researchers publish
their work on several techniques for classifying imbalanced
datasets[33], [34], [35], [36], [37].

Data used in most practical classification problems are
imbalanced. Here, the dataset also contained imbalanced
data. The SMOTE algorithm was utilized to reduce the im-
balanced data by synthesizing the minority class to produce
new minority sample data. Specifically, SMOTE provides
a new set of the data from the original oversampling data
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Fig. 2: Diagram for proposed methodology.

by searching for the k-nearest neighboring samples in each
minority class and randomly selecting numbers of nearest
neighbors. Therefore, each instance of the original minority
samples is allowed to create new samples, and then inte-
gration between the original minority class samples and its
neighboring samples provide a new balanced dataset [38].

B. Random Forest

Random Forest (RF) is a classifier that uses various models
of many Decision Trees (DT) to achieve better prediction
performance. The key idea of the RF algorithm is explained
as follows: starting from the jth tree, a random vector θj
is created independently from the past random vectors θ1,
...,θj−1 with the identical distribution; a tree at this stage
is then grown using the training set and θj , resulting in a
classifier f(x,θj), where x represents an input vector. To
further illustrate the concept; in bagging, the random vector
θ is created as the counts in N boxes obtained from N darts
thrown randomly at the boxes. Here, N is the number of
samples in the training set, while for random split selection,
the quantity θ contains a number of independent random
integers between 1 and J , where J is number of best splits.
Tree construction dictates the nature and dimensionality of θ.
Moreover, this model classifies new instances. Each decision
tree provides a classification for input data; RF collects the
classification result of each decision tree and then chooses
the most voted prediction [39], [40].

The RF algorithm can be summarized as follows:
1) Initially, labels are assigned to all root nodes.
2) Assign N as a root node that searches a feature (F )

from a random subset of the feature. Additionally,
search a threshold value (T ) that divides the samples
assigned to N into two subsets on the left and right to
highest direct label within these subsets.

3) Assign (F, T ) to N
• If subsets on the left and right are too small to be

divided
– Let child leaf nodes develop on the left and right

of N
– Assign leaves with the latest label in subset left

and subset right, respectively.
• Otherwise,

– Let child nodes develop to the left and right of
N

– Set left subsets and right subsets to these nodes,
respectively.

– Repeat the process for N = root nodes on the
left, and N = root nodes on the right for step
2.

C. Hyperparameter Optimization

The study by [41] suggested differentiation of the RF
algorithm by tuning parameters to improve the accuracy and
performance. Here, we optimized the model by correcting
the hyperparameters to obtain the best classification perfor-
mance. This was done by varying the number of decision
trees, maximum depth of trees, confidence, majority voted
prediction and the Gini Index criteria parameter for achieving
the highest performance and accuracy. A set of parameters
that provided the best results was used as the model for
further evaluation.

D. Performance Evaluation Matric

The k-fold cross-validation technique was applied to esti-
mate the skill of the model in assessing new data. Cross-
validation is a well-known technique for evaluating the
performance of classifiers and is typically used in machine
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Fig. 3: Screenshot samples of Cavendish banana grade pre-
diction application.

learning performance evaluation. In this procedure, the data
are separated into k-sub-datasets, one sub-dataset is stored
as validation data for testing the model, while the remaining
k − 1 sub-datasets are used as training data. The inspection
process is repeated k times (number of folds) [42], [43],
i.e., the training and testing processes are repeated k times,
and the average accuracy of these k repeated processes is
considered as the accuracy of the classifier. Here, we used 10-
fold cross-validation (k = 10) since this is the most common
setting used to provide classification accuracy.

In predictive analytic, we present a confusion matrix of
classification results from four different outcomes containing
True Positive (TP), True Negative (TN), False Positive (FP),
and False Negative (FN). The actual values are recorded in
the columns and the predicted value labels are presented
in the rows. The confusion matrix provides information to
compute the recall, precision, and overall class prediction
accuracy that evaluates the performance of the classifier [44],
[45]. Definitions of these quantities are given as follows:

Precision =
TP

TP + FN
(1)

Recall =
TP

TP + FN
(2)

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

E. Web Application

After obtaining the best model described earlier, we
developed a web application using HTML and Python
language to grade Cavendish banana in real time. The
system was then deployed on https://cavendish-banana-
prediction.herokuapp.com. To use this system, users fill in
fruit length and fruit diameter values as the classification
inputs. The information is then processed and the prediction
result is displayed. The proposed web application is demon-
strated in Fig. 3.

IV. EXPERIMENTS AND RESULTS

A. Data Characterization

Table I shows the banana classification results based on
length (criterion I) and diameter (criterion II). The dataset’s
banana grading included 415 records. Fruit length and fruit
diameter criteria were used to classify this dataset. The
experts divided the banana fruit into five classes: class
L1 (7.7%), class L2 (52.0%), class L3 (28.4%), class L4
(1.7%), and class Rejection (10.2% ). The grading results
showed the same trend with the diameter criterion since
fruit diameter was the critical grading decision. Banana

fruits with a diameter of less than 3.3 cm were rejected
due to their insufficient size and also most of the rejected
samples were sunburn, insect infection, oversize, and over
mature.

B. Performance Comparison Among Classifiers

After collecting the data explained above, we applied the
SMOTE algorithm for each minority class to oversampling
in the dataset. After collecting the data explained above,
we applied the SMOTE algorithm for each minority class
to oversampling in the dataset. The majority class as L2
contained 216 records, and this algorithm was implemented
to upsize the classes L1, L3, L4 and Rejection to obtain
the same size which was 216 records. Furthermore, we split
the data into 70% for the training dataset and 30% for the
testing dataset to validate the classification model. For the
classification model, we implemented the proposed method
on Rapidminer GUI with several classifiers including our
proposed method Random Forest (RF), Naive Bayes, k-
Nearest Neighbor (kNN), Neural networks (NN) and Deci-
sion Trees (DT) to compare the performance of our proposed
method against the others.

Illustrated in Figure 4 the results from an experiment for
performance evaluation of all classifiers. Figure 4b show
the results for Naive Bayes model, with the outcome of
the confusion matrix indicating that the accuracy is 91.39%.
Furthermore, Fig. 4c shows an experimental results form k-
Nearest Neighbor model, with the confusion matrix suggest-
ing an accuracy of 94.17%. In addition, Fig. 4d shows an ex-
periment results using Neural Networks model that presents
94.57% accuracy in the confusion matrix. In addition, Deci-
sion Tree model delivers the results in the confusion matrix
presented in Fig. 4e, the accuracy of 96.83% was achieved.
Finally, experimental results showed that Random Forest
delivered superior performance to classify the Cavendish
banana grade dataset based on fruit length and fruit diameter.
As previously mentioned, model validation was performed
using 10-fold cross-validation, this can be seen in Fig. 4a.
In Table II, it summarizes the accuracy, precision, and recall
of all classifiers, random forest offers the best performance
among the others. From these results, we clearly see that
random forest is able to perform Cavendish banana grade
classification at this stage.

In the experiment, we fine-tuned the number of decision
trees for the RF model set to 20, 40, 60, 80 and 100. A
maximum depth of trees was also selected at 2, 4, 6 and
8. Accuracy of the RF classifier model for each case is
shown in Table III. Moreover, our RF algorithm sought for
the optimal parameters to predict class labels. The majority
voted prediction and the Gini Index criteria were used to
classify labels and achieved higher accuracy.

C. Model Evaluation With Unseen Data

To further investigate the performance of the method,
the proposed prediction model was utilized for the testing
dataset. Figure 5 showed the result of the confusion matrix
of the validation models applying the prediction model to the
test set in different classification models. Results showed that
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TABLE I: Banana classification standard and classification result based on length and diameter criteria.

Class Criteria Amount Percentage of banana based on criteriaI (cm) II (cm)
L1 20.0 4.0 32 7.7 %
L2 18.1-20.0 3.6-4.0 216 52.0 %
L3 16.1-18.0 3.3-3.5 118 28.4 %
L4 14.1-16.0 2.9-3.2 7 1.7 %

Rejection oversize <3.3 42 10.1 %

(a) Random Forest (b) Naive Bayes

(c) k-Nearest Neighbor (d) Neural networks

(e) Decision Trees

Fig. 4: Summary of the confusion matrix prediction in different classification models.

TABLE II: Comparison of prediction performance of differ-
ent classifiers (%).

Classifier Accuracy Precision Recall

Random Forest 97.88 98.04 97.88
Navie Bayes 91.39 92.06 91.38
k-Nearest Neighbor 94.17 94.48 94.15
Neural Networks 94.57 94.91 94.56
Decision Tree 96.83 97.01 96.79

the proposed method produced excellent classification accu-
racy of 95.38%. The confusion matrix for the testing stage

is presented in Fig. 5a. Results confirmed good performance
and reliability of the proposed method for Cavendish banana
size classification. According to the accuracy of the classi-
fiers, Decision Trees, k-Nearest Neighbor, Neural networks
and Naive Bayes offers lower performance, respectively.

D. Web Application

After obtaining the best model, we finally implemented
the model on a web application system. The experiment
classified Cavendish banana grade in real time using the
new fruit length and diameter features. Classification results
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(a) Random Forest (b) Naive Bayes

(c) k-Nearest Neighbor (d) Neural networks

(e) Decision Trees

Fig. 5: Summary of confusion matrix of the validation model applying the prediction model to the test set.

TABLE III: Optimized parameters with the 10-fold cross-
validation accuracy (%).

Iteration Maximal depth Number of trees Accuracy (%)

1 2 20 62.81
2 4 20 82.24
3 6 20 97.75
4 8 20 97.09
5 2 40 64.28
6 4 40 79.61
7 6 40 97.75
8 8 40 96.82
9 2 60 63.30

10 4 60 79.74
11 6 60 97.88
12 8 60 96.96
13 2 80 65.84
14 4 80 81.73
15 6 80 97.88
16 8 80 97.35
17 2 100 58.04
18 4 100 79.74
19 6 100 97.88
20 8 100 97.22

showed the detail and picture of the predicted banana grade.
Figure 6 presents a sample from a web application.

E. User Satisfaction

Web application was evaluated by 20 agriculturists. Figure
7 shows the results of the assessment in three areas of
the question. Firstly, the question focuses on ”Is the web
application easy to use?”. Four users scored Undecided, six
users scored Agree, and ten users scored Strongly Agree.
Secondly, the question focuses on the usefulness of the web
application in helping users to classify the Cavendish banana
grade, two users rated Disagree, three users rated Undecided,
nine users rated Agree, and six users rated Strongly Agree.
Finally, the users were asked whether or not recommending
this application to their friends. The recommendation resulted
that two users Disagreed, four users Undecided, ten users
Agreed, and four users Strongly Agreed.

Table IV summarizes the statistics including means and
standard deviations of the above three satisfactory results.
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Fig. 6: Proposed Cavendish banana prediction web application system.

The first row shows that the simplicity and ease of use score
obtained from the users has a strongly satisfied level with
a mean of 4.3 out of 5.0 and standard deviation of 0.78.
Following the ”Usefulness” satisfaction, paying attention
to the program can make it easier to grade Cavendish
bananas, the responders were rather satisfied with a mean
of 3.95 out of 5.0, and standard deviation of 0.92. Finally,
”Recommendation to others” satisfaction has a mean of
3.98 out of 5.0 with standard deviation of 0.87. The users
would recommend the program to their friends. From these
statistics, we observe that our proposed web application is
preferable for the users to utilize it in their work. Some
qualitative feedbacks and suggestions for improvement will
be discussed as the followings.

After asking the users to use the web application for a
period of time, we then collected the comments from all
the users for further improvement. The summary of the
suggestions from agriculturist retrieving from the survey are
shown in Table V. They mentioned that the user interface was
easy to use, but the design was unattractive. Therefore, the
application should contain more colorful to the typography
to help the application standing out and be remembered. In
Content, they recommended expanding on the background of
the Cavendish bananas’ characteristics as well as instructing
the user on how to use the application and how to classify
Cavendish bananas for each grade, such as L1, L2, L3, L4,
and Rejection. Furthermore, the application should display
a clear unit of measurement in centimeters (cm), and the
application should inform the minimum and maximum val-
ues for the data to be filled in. Lastly, the agriculturists
acknowledged that while this program makes it easier to
classify the Cavendish banana grade. However, as a result
of this, the program display time is extremely slow in terms
of image performance. Therefore, for the recommendation,
there should be more explanations of the text material on
the analyzed level to make it easier to understand the results
of the Cavendish banana grade classification, and the image
result should be clearer and diversified.

Fig. 7: The result of the user satisfaction survey.

TABLE IV: User satisfaction level.

Satisfaction Mean Standard Deviation
Recommendation to others 3.8 0.87
Usefulness 3.95 0.92
Simplicity and ease to use 4.3 0.78

V. CONCLUSION AND FUTURE WORK

A new model was presented for classifying Cavendish
banana size into five classes as L1, L2, L3, L4, and Rejection.
Our model used fruit length and fruit diameter to formu-
late features in the RF classifier with Synthetic Minority
Oversampling Technique. The SMOTE algorithm was used
for upsampling data size of the minority class and then
fine-tuning the hyperparameter for number of trees at 60,
80 and 100. Maximum depth of trees was 6, and majority
voted prediction was employed using the Gini Index criteria
and the confidence parameter of 0.1. These hyperparameters
provided the highest accuracy. A 10-fold cross-validation was
performed to evaluate and validate the model. Experimental
results, with 10-fold cross-validation, revealed the highest
prediction accuracy of 97.88%, with 95.38% for the unseen
testing dataset, portraying excellent classification capability
of the proposed method for Cavendish banana size classifi-
cation.

Finally, we showed a prototype web application that can be
used in real time for Cavendish banana grading. This web
application only requires the input of two features as fruit
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TABLE V: The summary of the agriculturist suggestions from the survey.

Category of feedback Feedback / Suggestions
(+ for positive feedback, - for negative feedback, and * for suggestion)

User Interface
+ The web application is simple to use.
- The web application design is not particularly attractive.
* Should add more colors or fonts to help the application stand out and be remembered.

Content of Application

* Should include a unit of measurement in centimeter (cm).
* Should explain the background of Cavendish bananas characteristics a little more.
* Should inform the information on how Cavendish bananas are classified for each grade, such as L1, L2, L3, L4,
and Rejection.
* The minimum and maximum values for the data to be filled in should be notified.
* It is more convenient to take a photo with a mobile phone and then classify it by image.

Result of Classification

+ This program makes it easier to classify Cavendish bananas.
- Too slow to display the Cavendish image results.
* There should be more explanations of the text information on the analyzed level to make it easier to understand
the results of the Cavendish banana grade classification.
* The image result of Cavendish classification should be more clear and diversified.

length and fruit diameter that have already been collected
in the workplace. In future work, we will further investigate
Cavendish banana grading by using an image classification
model, which will be used in mobile applications. It is
more practical than using web applications, allowing larger
utilization of this work in community.
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