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Abstract—In this article, we investigate the properties of
cyclic codes over a finite non-chain ring R = Fq+vFq+v2Fq+
v3Fq + v4Fq, where q = pr, r is a positive integer, p is an odd
prime, 4 | (p − 1), and v5 = v. We construct quantum error-
correcting codes over the finite field Fq from cyclic codes over
R using a specific Gray map.

Index Terms—Non-chain ring, Gray map, cyclic codes, quan-
tum codes.

I. INTRODUCTION

The fact that quantum physics is superior to classical
mechanics in some ways motivates the study of quantum
communication and quantum computing. Instead of classical
bits, we use qubits (quantum bits) in quantum computing.
Qubits can theoretically store more information due to their
superposition state, allowing them to perform certain com-
putations much faster than in the classical case. According
to Sari and Siap [15], ”while qubits have some superiorities
than classical bits, one of the main problems for qubits is
the decoherence that destroys the information in a superpo-
sition of qubits.” Fortunately, quantum error-correcting codes
(QECC) can handle this problem.

In 1995, Shor [18] introduced the first quantum error-
correcting code that encoded one qubit into a highly entan-
gled state of nine qubits. In 1996, Calderbank, Shor [5], and
Steane [19] introduced a method for constructing quantum
error-correcting codes from classical error-correcting codes.
Their method is known as Calderbank-Shor-Steane con-
struction, or CSS construction, for short. Later, Steane [20]
proposed a generalization of the CSS construction, allowing
him to obtain many new quantum codes that were unknown
to exist before.

Although quantum error-correcting codes were originally
studied over a binary field, they were later generalized to
non-binary fields ”with the goal to relate the later codes to
the former ones” (see [6] for the earliest study, cf. [1]). Many
others later constructed quantum error-correcting codes from
cyclic codes over various rings (see, e.g., [7], [13], [15], [16],
to name a few). Qian, Ma, and Guo [13] constructed quantum
error-correcting codes starting from cyclic codes over the
ring F2 + uF2, with u2 = 0. Gao [7] constructed quantum
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error-correcting codes from cyclic codes over the ring Fq +
vFq + v2Fq + v3Fq , where v4 = v. Gao’s work [7] can be
seen as a certain generalization of Sari and Siap’s work [15],
in which they constructed quantum codes from cyclic codes
over the ring Fp+vFp+ · · ·+vp−1Fp, where vp = v, and p
is a prime number. Sari and Siap [16] have also considered
binary quantum error-correcting codes constructed from the
cyclic codes over the ring F2 +uF2 +u2F2 + · · ·+us−1F2,
where us = 0.

In this paper, we continue Gao’s investigation [7] by
studying the structural aspects of cyclic codes over the ring
R := Fq + vFq + v2Fq + v3Fq + v4Fq, where q = pr, r is a
positive integer, p is an odd prime, 4 | (p−1), and v5 = v. As
an application, we construct quantum error-correcting codes
over Fq from cyclic codes over the ring R.

This paper is organized as follows. In Section 2, we
consider the structure of linear and cyclic codes over the
ring R. We also define a Gray map from Rn to F5n

q and
derive some related properties. The construction of quantum
error-correcting codes over Fq from cyclic codes over R is
given in Section 3. To illustrate the results, we give several
concrete examples at the end of Section 3.

II. LINEAR CODES OVER R AND THE GRAY MAP

Let Fq be the finite field of order q, where q = pr, r is a
positive integer, p is an odd prime, and 4 | (p − 1). Let R
denote the ring Fq+vFq+v2Fq+v3Fq+v4Fq , where v5 = v.
It is clear that R is isomorphic to the ring Fq[v]/⟨v5 − v⟩.
It is also well-known (see, e.g., [12]) that vp−1 − 1 has a
unique factorization into linear factors over Fq. Moreover,
since 4 | (p−1), we have (v4−1) | (vp−1−1), which implies
v5 − v = v(v4 − 1) = v(v − 1)(v + 1)(v − a1)(v − a2) =
v(v − 1)(v + 1)(v − a)(v + a), where a, a1, a2 ∈ Fq with
a2 = −1.

Let f1 = v, f2 = v − 1, f3 = v + 1, f4 = v − a,
f5 = v + a; and for i ∈ [1, 5]Z, let f̂i = v5−v

fi
. Then there

exist αi, βi ∈ Fq[v] such that αifi + βif̂i = 1. Now, for
i ∈ [1, 5]Z, let ηi = βif̂i. Then we have

(i) η1, η2, η3, η4, η5 ∈ R are nonzero idempotents orthogo-
nal in R.

(ii) η1 + η2 + η3 + η4 + η5 = 1 in R.

It implies that, by the Chinese Remainder Theorem, the ring
R can be decomposed as follows:

R = Rη1 ⊕Rη2 ⊕Rη3 ⊕Rη4 ⊕Rη5

= Fqη1 ⊕ Fqη2 ⊕ Fqη3 ⊕ Fqη4 ⊕ Fqη5.
(1)

Example II.1. For q = p = 13, the five roots of (v5−v) are
v1 = 0, v2 = 1, v3 = 12 = −1, v4 = 5, and v5 = 8 = −5.
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The five idempotents are

η1 = 12v4 + 1,

η2 = 10v4 + 10v3 + 10v2 + 10v,

η3 = 10v4 + 3v3 + 10v2 + 3v,

η4 = 10v4 + 2v3 + 3v2 + 11v,

η5 = 10v4 + 11v3 + 3v2 + 2v.

♢

From Equation (1), we know that for any r ∈ R there exist
b1, b2, b3, b4, b5 ∈ Fq such that r = b1η1 + b2η2 + b3η3 +
b4η4 + b5η5. Let us define a Gray map ϕ from R to F5

q by

r 7−→ (b1, b2, b3, b4, b5)


6 2 3 −6 6
6 6 2 3 −6
−6 6 6 2 3
3 −6 6 6 2
2 3 −6 6 6

 ,

where 6 = 1 + 1 + 1 + 1 + 1 + 1.
Next, we define the Gray map Φ from Rn to F5n

q as an
extension of a Gray map ϕ by

r 7−→ (ϕ(r0), ϕ(r1), . . . , ϕ(rn−1)),

where r = (r0, r1, . . . , rn−1) ∈ Rn.
The Hamming weight of a vector x ∈ Fm

q , denoted by
wH(x), is defined as a number of nonzero components of
x. The Lee weight of the element r = b1η1 + b2η2 + b3η3 +
b4η4 + b5η5 ∈ R, denoted by wL(r), is defined by

wL(r) = wH(ϕ(r)).

We also define the Lee weight of a vector r =
(r0, r1, . . . , rn−1) ∈ Rn, naturally, to be the rational sum of
Lee weights of its components, i.e. wL(r) =

∑n−1
i=0 wL(ri).

For any vectors x1 and x2 in Rn, the Lee distance between
x1 and x2 is given by d(x1,x2) = wL(x1 − x2).

A code C of length n over R is defined as a nonempty
subset of Rn. Any element of a code C is called a codeword.
A code C is called linear if and only if C is an R-submodule
of Rn. The minimum Lee distance of C is the smallest
nonzero Lee distance between all pairs of distinct codewords.
The minimum Lee weight of C is the smallest nonzero Lee
weight among all codewords. It is easy to see that if C
is linear, then the minimum Lee distance of the code C
is the same as its minimum Lee weight. In this paper, we
always assume that C is a linear code over R. Note that the
Hamming distance dH(x1,x2) is defined similarly.

Since the map ϕ satisfies ϕ(r + αs) = ϕ(r) + αϕ(s) for
every α ∈ Fq and r, s ∈ R, then Φ is Fq-linear. Now, let
x,y ∈ Rn. Then dL(x,y) = wL(x − y) = wH(Φ(x −
y)) = wH(Φ(x) − Φ(y)) = dH(Φ(x),Φ(y)). Hence, we
have proven the lemma below.

Lemma II.2. The Gray map Φ is an isometry, namely
a distance-preserving map, from (Rn, dL) to (F5n

q , dH).
Moreover, it is also Fq-linear.

Moreover, if C is a linear code over the ring R, then the
Gray image of C is a linear code over Fq.

Lemma II.3. Let C be a [n,A, dL] linear code over R,
where n, A, and dL are the code length, the number of

codewords, and the minimum Lee distance of C, respectively.
Then Φ(C) is a [5n, logq A, dL] linear code over Fq.

Proof: From Lemma II.2, we see that Φ(C) is a linear
code over Fq. By definition of the Gray map Φ, we have that
Φ(C) is of length 5n. Moreover, since Φ is a bijection, which
is easy to verify, we have that Φ(C) has dimension logq A.
Finally, since Φ is an isometry, Φ(C) has the minimum
Hamming distance dL.

Let x = (x0, x1, . . . , xn−1) and y = (y0, y1, . . . , yn−1)
be two vectors in Rn. Then the inner product of x and y is
defined as

x · y :=
n−1∑
i=0

xiyi.

The dual of a code C over R, denoted by C⊥, is defined
by

C⊥ := {x ∈ Rn : x · y = 0, for all y ∈ C}.

If C ⊆ C⊥, then C is said to be a self-orthogonal code.
We also define the Euclidean inner product in Fn

q as

[a,b] :=

n−1∑
i=0

aibi,

for all a,b ∈ Fn
q . The dual of a linear code over Fq and

the self-orthogonality of a linear code over Fq are defined
similarly.

Theorem II.4. Let C be a linear code over R. Then
Φ(C⊥) = Φ(C)⊥. Moreover, if C is self-orthogonal over
R, then Φ(C) is self-orthogonal over Fq.

Proof: Let x = (x0, x1, . . . , xn−1) ∈ C and y =
(y0, y1, . . . , yn−1) ∈ C⊥. For i ∈ [0, n − 1]Z, let xi =
xi1η1 + xi2η2 + xi3η3 + xi4η4 + xi,5η5 and yi = yi1η1 +
yi2η2 + yi3η3 + yi4η4 + yi5η5. Then we have

0 = x · y

=
n−1∑
i=0

xiyi

=

n−1∑
i=0

xi1yi1η1 + xi2yi2η2 + xi3yi3η3

+ xi4yi4η4 + xi5yi5η5.

Hence, for all j ∈ [1, 5]Z, we have
n−1∑
i=0

xijyij = 0, which

implies

[Φ(x),Φ(y)]

= k
n−1∑
i=0

xi1yi1 + xi2yi2 + xi3yi3 + xi4yi4 + xi5yi5 = 0,

with k = 62 + 62 + (−6)2 + 32 + 22. Therefore, Φ(C⊥) ⊆
Φ(C)⊥. By using the fact that Φ is a bijection, then
|Φ(C)| = |C| and also |Φ(C⊥)| = |C⊥|. Furthermore, since
|Rn| = |C||C⊥| and |F5n

q | = |Φ(C)||Φ(C)⊥|, we conclude
that |Φ(C⊥)| = |Φ(C)⊥|, and hence Φ(C⊥) = Φ(C)⊥.
Moreover, if C is self-orthogonal, then Φ(C) ⊆ Φ(C⊥) =
Φ(C)⊥, and hence Φ(C) is also self-orthogonal.
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Now, for all i ∈ [1, 5]Z, define a code Ci ⊆ Fn
q as follows:

C1 := {c1 ∈ Fn
q : ∃c2, c3, c4, c5 ∈ Fn

q s.t.

c1η1 + c2η2 + c3η3 + c4η4 + c5η5 ∈ C},

C2 := {c2 ∈ Fn
q : ∃c1, c3, c4, c5 ∈ Fn

q s.t.

c1η1 + c2η2 + c3η3 + c4η4 + c5η5 ∈ C},

C3 := {c3 ∈ Fn
q : ∃c1, c2, c4, c5 ∈ Fn

q s.t.

c1η1 + c2η2 + c3η3 + c4η4 + c5η5 ∈ C},

C4 := {c4 ∈ Fn
q : ∃c1, c2, c3, c5 ∈ Fn

q s.t.

c1η1 + c2η2 + c3η3 + c4η4 + c5η5 ∈ C},

C5 := {c5 ∈ Fn
q : ∃c1, c2, c3, c4 ∈ Fn

q s.t.

c1η1 + c2η2 + c3η3 + c4η4 + c5η5 ∈ C}.

It is not difficult to see that for all i ∈ [1, 5]Z, the code Ci

are linear over Fq. Moreover, the linear code C over R can
be uniquely expressed as

C = C1η1 ⊕ C2η2 ⊕ C3η3 ⊕ C4η4 ⊕ C5η5. (2)

Let G be a generator matrix of a code C over R. Then,
by Equation (2) we have

G =


η1G1

η2G2

η3G3

η4G4

η5G5

 ,

where for i ∈ [1, 5]Z, Gi is a generator matrix of Ci.

Lemma II.5. Let C = C1η1 ⊕C2η2 ⊕C3η3 ⊕C4η4 ⊕C5η5
be a linear code of length n over R. Then

C⊥ = C⊥
1 η1 ⊕ C⊥

2 η2 ⊕ C⊥
3 η3 ⊕ C⊥

4 η4 ⊕ C⊥
5 η5.

Moreover, C is a self-orthogonal code over R if and only
if C1, C2, C3, C4, and C5 are all self-orthogonal codes over
Fq.

Proof: Define

Ĉ1 := {c1 ∈ Fn
q : ∃c2, c3, c4, c5 ∈ Fn

q s.t.

c1η1 + c2η2 + c3η3 + c4η4 + c5η5 ∈ C⊥},

Ĉ2 := {c2 ∈ Fn
q : ∃c1, c3, c4, c5 ∈ Fn

q s.t.

c1η1 + c2η2 + c3η3 + c4η4 + c5η5 ∈ C⊥},

Ĉ3 := {c3 ∈ Fn
q : ∃c1, c2, c4, c5 ∈ Fn

q s.t.

c1η1 + c2η2 + c3η3 + c4η4 + c5η5 ∈ C⊥},

Ĉ4 := {c4 ∈ Fn
q : ∃c1, c2, c3, c5 ∈ Fn

q s.t.

c1η1 + c2η2 + c3η3 + c4η4 + c5η5 ∈ C⊥},

and

Ĉ5 := {c5 ∈ Fn
q : ∃c1, c2, c3, c4 ∈ Fn

q s.t.

c1η1 + c2η2 + c3η3 + c4η4 + c5η5 ∈ C⊥}.

Then C⊥ = Ĉ1η1 ⊕ Ĉ2η2 ⊕ Ĉ3η3 ⊕ Ĉ4η4 ⊕ Ĉ5η5 and this
expression is unique. It is easy to check that Ĉ1 ⊆ C⊥

1 . Let
x ∈ C⊥

1 . For any y = c1η1+c2η2+c3η3+c4η4+c5η5 ∈ C,
we have xη1 ·y = 0 which implies xη1 ∈ C⊥. By the unique
expression of C⊥, we have x ∈ Ĉ1 and hence C⊥

1 = Ĉ1.
Similarly, for all i = 2, 3, 4, 5 we have C⊥

i = Ĉi, and hence
we conclude that C⊥ = C⊥

1 η1 ⊕ C⊥
2 η2 ⊕ C⊥

3 η3 ⊕ C⊥
4 η4 ⊕

C⊥
5 η5.
Moreover, it is clear that C is self-orthogonal over R if

C1, C2, C3, C4, and C5 are all self-orthogonal over Fq. Now
let C self-orthogonal over R and c = c1η1 + c2η2 + c3η3 +
c4η4+c5η5 ∈ C, with c1 ∈ C1, c2 ∈ C2, c3 ∈ C3, c4 ∈ C4,
and c5 ∈ C5. Then for any d = d1η1 + d2η2 + d3η3 +
d4η4 + d5η5 ∈ C, with d1 ∈ C1, d2 ∈ C2, d3 ∈ C3,
d4 ∈ C4, and d5 ∈ C5, we have 0 = c · d = [c1,d1]η1 +
[c2,d2]η2 + [c3,d3]η3 + [c4,d4]η4 + [c5,d5]η5. It implies
0 = [c1,d1] = [c2,d2] = [c3,d3] = [c4,d4] = [c5,d5], and
hence for all i ∈ [1, 5]Z we have ci ∈ C⊥

i . Therefore, C1,
C2, C3, C4, and C5 are all self-orthogonal over Fq.

III. QUANTUM CODES FROM CYCLIC CODES OVER R

A quantum code of length n and dimension q over Fq is
defined to be the subspace of the Hilbert space (Cq)

⊗n of
dimension qk and we denote it by Jn, k, dKq.

In the class of linear codes, cyclic codes play an important
role in coding theory. Moreover, since we can obtain many
quantum codes over Fq from cyclic codes over R, we will
also provide some related results on cyclic codes over R.

A linear code C ⊆ Rn over R is called cyclic if
T (C) = C. Here, T is cyclic shift operator on Rn, namely
for any c = (c0, c1, c2, . . . , cn−1) ∈ Rn, we have T (c) =
(cn−1, c0, c1, . . . , cn−2).

Define R[x]/⟨xn − 1⟩ := {c0 + c1x + c2x
2 + · · · +

cn−1x
n−1+⟨xn−1⟩ : c0, c1, . . . , cn−1 ∈ R}. Now, consider

the following map

λ : Rn −→ R[x]/⟨xn − 1⟩,

defined by

c = (c0, c1, c2, . . . , cn−1) 7−→
c0 + c1x+ c2x

2 + . . .+ cn−1x
n−1 + ⟨xn − 1⟩.

For convenience, we omit the term ⟨xn − 1⟩ when writing
any element of R[x]/⟨xn − 1⟩. It is easy to prove that λ
defines an R-module isomorphism. Hence, we can identify a
cyclic code C over R as an ideal of the quotient ring R[x]/
⟨xn − 1⟩.

Now, we recall a celebrated method to construct quantum
error-correcting codes as introduced by Calderbank, Shor,
and Steane. This well-known method is called Calderbank-
Shor-Steane construction or CSS construction (see Theorem
9 and 12 in [6]).

Theorem III.1. [6](CSS construction) Let C1 and C2

be two linear codes over Fq of parameter [n, k1, d1] and
[n, k2, d2], respectively, such that C2 ⊆ C1. Then there
exists a quantum error-correcting code with the parameters
Jn, k1 − k2,min{d1, d⊥2 }Kq where d⊥2 denotes the minimum
Hamming distance of the dual code C⊥

2 of C2. Further, if
C2 = C⊥

1 , then there exists a quantum error-correcting code
with the parameters Jn, 2k1 − n, d1Kq.
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The following two properties are easy to prove but impor-
tant for our construction.

Lemma III.2. A linear code C = C1η1 ⊕ C2η2 ⊕ C3η3 ⊕
C4η4 ⊕C5η5 over R is cyclic if and only if C1, C2, C3, C4,
and C5 are all cyclic over Fq.

Proof: (=⇒) For i ∈ [1, 5]Z, let (ci1, ci2, . . . , cin) ∈
Ci. Also, for j ∈ [1, 5]Z, let cj = η1c1j +
η2c2j + η3c3j + η4c4j + η5c5j . Then, we have c =
(c1, c2, . . . , cn) ∈ C. Since C is cyclic over R, then it
follows that (cn, c1, c2, . . . , cn−1) ∈ C. In addition, since
(cn, c1, c2, . . . , cn−1) =

∑5
j=1 ηj(cjn, cj1, cj2, . . . , cjn−1),

we have that (cin, ci1, ci2, . . . , cin−1) ∈ Ci, for i ∈ [1, 5]Z.
Thus, C1, C2, C3, C4, and C5 are all cyclic codes over Fq.

(⇐=) Suppose C1, C2, C3, C4, and C5 are all cyclic codes
over Fq. Let c = (c1, c2, . . . , cn) ∈ C, where cj = η1c1j +
η2c2j + η3c3j + η4c4j + η5c5j , for j ∈ [1, 5]Z. Then for
i ∈ [1, 5]Z, we have (ci1, ci2, . . . , cin) ∈ Ci, which implies
(cn, c1, c2, . . . , cn−1) =

∑5
j=1 ηj(cjn, cj1, cj2, . . . , cjn−1) ∈

⊕5
j=1ηjCj = C. Hence, C is a cyclic code over R.

Lemma III.3. Let C = C1η1⊕C2η2⊕C3η3⊕C4η4⊕C5η5
be a cyclic code over R of length n. Then there exists a
unique polynomial g(x) ∈ R[x]/⟨xn − 1⟩ such that

C = ⟨g(x)⟩,

where g(x) = η1g1(x) + η2g2(x) + η3g3(x) + η4g4(x) +
η5g5(x) and g1(x), g2(x), g3(x), g4(x) and g5(x) are the
generator polynomial of cyclic codes C1, C2, C3, C4, and C5

over Fq, respectively. Moreover, g(x) is a divisor of xn − 1
over R.

Proof: Since g(x) ∈ C1η1 ⊕ C2η2 ⊕ C3η3 ⊕ C4η4 ⊕
C5η5 = C, then ⟨g(x)⟩ ⊆ C. For any c ∈ C, there
exists ci ∈ Ci for i ∈ [1, 5]Z such that c = c1η1 +
c2η2 + c3η3 + c4η4 + c5η5. We can identify c with the
polynomial c1(x)η1+c2(x)η2+c3(x)η3+c4(x)η4+c5(x)η5,
where ci(x) = ai(x)gi(x) ∈ ⟨gi(x)⟩ = Ci for i ∈
[1, 5]Z. We have c1(x)η1 + c2(x)η2 + c3(x)η3 + c4(x)η4 +
c5(x)η5 = a1(x)g1(x)η1 + a2(x)g2(x)η2 + a3(x)g3(x)η3 +
a4(x)g4(x)η4 + a5(x)g5(x)η5 = a(x)g(x) ∈ ⟨g(x)⟩, where
a(x) = a1(x)η1 + a2(x)η2 + a3(x)η3 + a4(x)η4 + a5(x)η5.
It implies C ⊆ ⟨g(x)⟩. Thus, C = ⟨g(x)⟩. The uniqueness
of g(x) follows immediately from the uniqueness of g1(x),
g2(x), g3(x), g4(x), and g5(x).

Since for all i ∈ [1, 5]Z, gi(x) is a divisor of xn − 1, then
there is hi(x) ∈ Fq[x] such that gi(x)hi(x) = xn − 1. It
follows that xn − 1 = g(x)(η1h1(x)+ η2h2(x)+ η3h3(x)+
η4h4(x) + η5h5(x)). Hence, we conclude that g(x) is a
divisor of xn − 1 over R.

From the Lemma III.3, we conclude immediately that all
ideals of the ring R[x]/⟨xn − 1⟩ are generated by only
one element, and hence the ring is principal. Moreover, the
cardinality of the cyclic code C can be easily calculated as
follows:

|C| = |C1||C2||C3||C4||C5|
= qn−deg g1(x)qn−deg g2(x)qn−deg g3(x)

· qn−deg g4(x)qn−deg g5(x).

Moreover, by applying Lemma II.5 and the well-known
property regarding the dual code C⊥ of a cyclic code C,

we can obtain the generator polynomial of the dual code
C⊥. Hence, we deduce the following properties.

Corollary III.4. The following three properties hold.
(1) The quotient ring R[x]/⟨xn − 1⟩ is principal.
(2) Let C be a cyclic code of length n over R as written

in the Lemma III.3. Then

|C| = q5n−deg g1(x)−deg g2(x)−deg g3(x)−deg g4(x)−deg g5(x).

(3) Let C be a cyclic code of length n over R as written
in the Lemma III.3 and g1(x)h1(x) = g2(x)h2(x) =
g3(x)h3(x) = g4(x)h4(x) = g5(x)h5(x) = xn − 1.
Then C⊥ = ⟨h(x)⟩, where h(x) = η1h

∗
1(x)+η2h

∗
2(x)+

η3h
∗
3(x)+η4h

∗
4(x)+η5h

∗
5(x) and h∗

i (x) is a reciprocal
polynomial of hi(x), for i ∈ [1, 5]Z.

If C is a cyclic code of length n over Fq with gen-
erator polynomial g(x) and g(x)h(x) = xn − 1, it is
well-known that C⊥ = ⟨h∗(x)⟩. If C⊥ ⊆ C = ⟨g(x)⟩
then h∗(x) = a(x)g(x) for some polynomial a(x), so
xn − 1 = −h∗(x)g∗(x) = −a(x)g(x)g∗(x). Conversely,
if xn − 1 ≡ 0 (mod g(x)g∗(x)), then there exists a(x)
such that −h∗(x)g∗(x) = xn − 1 = a(x)g(x)g∗(x). We
have h∗(x) = −a(x)g(x), so h∗(x) ∈ ⟨g(x)⟩. Therefore,
C⊥ = ⟨h∗(x)⟩ ⊆ ⟨g(x)⟩ = C. Hence, we have proven the
property that give us a necessary and sufficient condition for
a cyclic code over finite fields to contain its dual.

Lemma III.5. A cyclic code C over Fq with generator
polynomial g(x) contains its dual if and only if

xn − 1 ≡ 0 (mod g(x)g∗(x)),

where g∗(x) is the reciprocal polynomial of g(x).

Similar to the lemma above, the theorem below gives us a
necessary and sufficient condition for a cyclic code over R
to contain its dual.

Theorem III.6. Let C = C1η1⊕C2η2⊕C3η3⊕C4η4⊕C5η5
be a cyclic code of length n over R, and let C = ⟨g(x)⟩.
Then C⊥ ⊆ C if and only if for all i ∈ [1, 5]Z we have

xn − 1 ≡ 0 (mod gi(x)g
∗
i (x)),

where gi(x) is the generator polynomial of the cyclic code
Ci and g∗i (x) is the reciprocal polynomial of gi(x).

Proof: (=⇒) Let C⊥ ⊆ C. Then for any i ∈ [1, 5]Z, we
have

C⊥
i ηi = C⊥ηi ⊆ Cηi = Ciηi.

Therefore, for any i ∈ [1, 5]Z, we obtain C⊥
i ⊆ Ci. Hence,

by Lemma III.5, we have that for any i ∈ [1, 5]Z,

xn − 1 ≡ 0 (mod gi(x)g
∗
i (x)).

(⇐=) For i ∈ [1, 5]Z, let xn − 1 ≡ 0 (mod gi(x)g
∗
i (x)).

Then, by Lemma III.5, we have C⊥
i ⊆ Ci, which implies

C⊥
i ηi ⊆ Ciηi. Furthermore, by Lemma II.5, we obtain

C⊥ = C⊥
1 η1 ⊕ C⊥

2 η2 ⊕ C⊥
3 η3 ⊕ C⊥

4 η4 ⊕ C⊥
5 η5

⊆ C1η1 ⊕ C2η2 ⊕ C3η3 ⊕ C4η4 ⊕ C5η5 = C.

By using Theorem III.1 (together with Theorem III.6) and
Theorem II.4, we have the following theorem to construct
quantum error-correcting codes directly.
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Theorem III.7. Let C = C1η1⊕C2η2⊕C3η3⊕C4η4⊕C5η5
be a cyclic code of length n over R and let Φ(C) be a linear
code of parameters [5n, k, dL] over Fq, where dL is the
minimum Lee distance of C. If xn−1 ≡ 0 (mod gi(x)g

∗
i (x))

for all i ∈ [1, 5]Z, where gi(x) is the generator polynomial
of the cyclic code Ci and g∗i (x) is the reciprocal polynomial
of gi(x), then there exists a quantum error-correcting code
of parameters J5n, 2k − 5n, dLK over Fq.

Let us look at several concrete examples.

A. Examples

To illustrate the application of Theorem III.7 to construct
quantum codes, we provide several examples of quantum
error-correcting codes over F5, F13, F17, and F29.

Example III.8. Let R = F5 + vF5 + v2F5 + v3F5 + v4F5

and n = 5. We have x5 − 1 = (x + 4)5 over F5. Let
g(x) = η1g1(x)+η2g2(x)+η3g3(x)+η4g4(x)+η5g5(x) with
g1(x) = (x+ 4)2, g2(x) = g3(x) = g4(x) = g5(x) = x+ 4,
and let C = ⟨g(x)⟩ be a cyclic code over R. Then Φ(C) is
a linear code with parameters [25, 19, 3]. Since xn − 1 ≡ 0
(mod gi(x)g

∗
i (x)) for all i ∈ [1, 5]Z, then C⊥ ⊆ C and

Φ(C)⊥ ⊆ Φ(C). Therefore, there exists a quantum error-
correcting code of parameters J25, 13, 3K5. ♢

Example III.9. Let R = F5+vF5+v2F5+v3F5+v4F5 and
n = 8. We have x8−1 = (x+1)(x+2)(x+3)(x+4)(x2+
2)(x2+3) over F5. Let g(x) = η1g1(x)+η2g2(x)+η3g3(x)+
η4g4(x) + η5g5(x) with g1(x) = g2(x) = x + 2, g3(x) =
x+ 3, g4(x) = x2 + 2, g5(x) = x2 + 3, and let C = ⟨g(x)⟩
be a cyclic code over R. Then Φ(C) is a linear code with
parameters [40, 33, 4]. Since xn − 1 ≡ 0 (mod gi(x)g

∗
i (x))

for all i ∈ [1, 5]Z, then C⊥ ⊆ C and Φ(C)⊥ ⊆ Φ(C).
Therefore, there exists a quantum error-correcting code of
parameters J40, 26, 4K5. ♢

Example III.10. Let R = F5 + vF5 + v2F5 + v3F5 + v4F5

and n = 10. We have x10−1 = (x+1)5(x+4)5 over F5. Let
g(x) = η1g1(x)+η2g2(x)+η3g3(x)+η4g4(x)+η5g5(x) with
g1(x) = g2(x) = x+1, g3(x) = g4(x) = x+4, g5(x) = (x+
4)2, and let C = ⟨g(x)⟩ be a cyclic code over R. Then Φ(C)
is a linear code with parameters [50, 44, 3]. Since xn−1 ≡ 0
(mod gi(x)g

∗
i (x)) for all i ∈ [1, 5]Z, then C⊥ ⊆ C and

Φ(C)⊥ ⊆ Φ(C). Therefore, there exists a quantum error-
correcting code of parameters J50, 38, 3K5. ♢

Example III.11. Let R = F13+vF13+v2F13+v3F13+v4F13

and n = 3. We have x3 − 1 = (x+4)(x+10)(x+12) over
F13. Let g(x) = η1g1(x) + η2g2(x) + η3g3(x) + η4g4(x) +
η5g5(x) with g1(x) = g2(x) = g3(x) = x + 4, g4(x) =
g5(x) = x + 10, and let C = ⟨g(x)⟩ be a cyclic code over
R. Then Φ(C) is a linear code with parameters [15, 10, 3].
Since xn − 1 ≡ 0 (mod gi(x)g

∗
i (x)) for all i ∈ [1, 5]Z, then

C⊥ ⊆ C and Φ(C)⊥ ⊆ Φ(C). Therefore, there exists a
quantum error-correcting code of parameters J15, 5, 3K13. ♢

Example III.12. Let R = F13+vF13+v2F13+v3F13+v4F13

and n = 4. We have x4 − 1 = (x + 1)(x + 5)(x + 8)(x +
12) over F13. Let g(x) = η1g1(x) + η2g2(x) + η3g3(x) +
η4g4(x) + η5g5(x) with g1(x) = g2(x) = g3(x) = g4(x) =
g5(x) = x + 8, and let C = ⟨g(x)⟩ be a cyclic code over
R. Then Φ(C) is a linear code with parameters [20, 15, 2].

Since xn − 1 ≡ 0 (mod gi(x)g
∗
i (x)) for all i ∈ [1, 5]Z,

then C⊥ ⊆ C and Φ(C)⊥ ⊆ Φ(C). Therefore, there exists
a quantum error-correcting code of parameters J20, 10, 2K13.
♢

Example III.13. Let R = F13+vF13+v2F13+v3F13+v4F13

and n = 6. We have x6 − 1 = (x + 1)(x + 3)(x + 4)(x +
9)(x+10)(x+12) over F13. Let g(x) = η1g1(x)+η2g2(x)+
η3g3(x) + η4g4(x) + η5g5(x) with g1(x) = g2(x) = x +
3, g3(x) = x + 4, g4(x) = x + 9, g5(x) = x + 10, and
let C = ⟨g(x)⟩ be a cyclic code over R. Then Φ(C) is
a linear code with parameters [30, 25, 3]. Since xn − 1 ≡ 0
(mod gi(x)g

∗
i (x)) for all i ∈ [1, 5]Z, then C⊥ ⊆ C and

Φ(C)⊥ ⊆ Φ(C). Therefore, there exists a quantum error-
correcting code of parameters J30, 20, 3K13. ♢

Example III.14. Let R = F17 + vF17 + v2F17 + v3F17 +
v4F17 and n = 4. We have x4 − 1 = (x + 1)(x + 4)(x +
13)(x + 16) over F17. Let g(x) = η1g1(x) + η2g2(x) +
η3g3(x) + η4g4(x) + η5g5(x) with g1(x) = x + 4, g2(x) =
g3(x) = g4(x) = g5(x) = x + 13, and let C = ⟨g(x)⟩
be a cyclic code over R. Then Φ(C) is a linear code with
parameters [20, 15, 2]. Since xn − 1 ≡ 0 (mod gi(x)g

∗
i (x))

for all i ∈ [1, 5]Z, then C⊥ ⊆ C and Φ(C)⊥ ⊆ Φ(C).
Therefore, there exists a quantum error-correcting code of
parameters J20, 10, 2K17. ♢

Example III.15. Let R = F17+vF17+v2F17+v3F17+v4F17

and n = 12. We have x12− 1 = (x+1)(x+4)(x+13)(x+
16)(x2 + x+ 1)(x2 + 4x+ 16)(x2 + 13x+ 16)(x2 + 16x+
1) over F17. Let g(x) = η1g1(x) + η2g2(x) + η3g3(x) +
η4g4(x) + η5g5(x) with g1(x) = x+ 4, g2(x) = x2 + 4x+
16, g3(x) = (x+13)(x2 +13x+16), g4(x) = (x+4)(x2 +
16x+1), g5(x) = (x+4)(x2+13x+16), and let C = ⟨g(x)⟩
be a cyclic code over R. Then Φ(C) is a linear code with
parameters [60, 48, 2]. Since xn − 1 ≡ 0 (mod gi(x)g

∗
i (x))

for all i ∈ [1, 5]Z, then C⊥ ⊆ C and Φ(C)⊥ ⊆ Φ(C).
Therefore, there exists a quantum error-correcting code of
parameters J60, 36, 2K17. ♢

Example III.16. Let R = F29+vF29+v2F29+v3F29+v4F29

and n = 7. We have x7−1 = (x+4)(x+5)(x+6)(x+9)(x+
13)(x+22)(x+28) over F29. Let g(x) = η1g1(x)+η2g2(x)+
η3g3(x) + η4g4(x) + η5g5(x) with g1(x) = x + 4, g2(x) =
x+5, g3(x) = x+9, g4(x) = x+13, g5(x) = (x+4)(x+5),
and let C = ⟨g(x)⟩ be a cyclic code over R. Then Φ(C) is
a linear code with parameters [35, 29, 5]. Since xn − 1 ≡ 0
(mod gi(x)g

∗
i (x)) for all i ∈ [1, 5]Z, then C⊥ ⊆ C and

Φ(C)⊥ ⊆ Φ(C). Therefore, there exists a quantum error-
correcting code of parameters J35, 23, 5K29. ♢

Example III.17. Let R = F29+vF29+v2F29+v3F29+v4F29

and n = 8. We have x8 − 1 = (x+1)(x+12)(x+17)(x+
28)(x2 + 12)(x2 + 17) over F29. Let g(x) = η1g1(x) +
η2g2(x)+η3g3(x)+η4g4(x)+η5g5(x) with g1(x) = g2(x) =
g3(x) = g4(x) = x+17, g5(x) = x2+17, and let C = ⟨g(x)⟩
be a cyclic code over R. Then Φ(C) is a linear code with
parameters [40, 34, 3]. Since xn − 1 ≡ 0 (mod gi(x)g

∗
i (x))

for all i ∈ [1, 5]Z, then C⊥ ⊆ C and Φ(C)⊥ ⊆ Φ(C).
Therefore, there exists a quantum error-correcting code of
parameters J40, 28, 3K29. ♢
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IV. CONCLUDING REMARKS

We investigated the structures of cyclic codes over the
finite non-chain ring R = Fq + vFq + v2Fq + v3Fq + v4Fq

where v5 = v. Several properties of cyclic codes over R are
derived. As an application, we constructed several quantum
error-correcting codes over Fq with certain parameters from
cyclic codes over R using the Gray map Φ. All the examples
obtained in this paper are new, and have not appeared in the
database of quantum codes [2], [3].

The structures of cyclic codes over the more general non-
chain ring, namely the ring Fq + vFq + v2Fq + v3Fq +
· · · + vm−1Fq where vm = v, as well as its application in
the construction of quantum error-correcting codes, are very
interesting to investigate. Moreover, there are also many other
finite non-chain rings with very nice structures, which have
been explored in some publications. See, for examples, [8],
[9], [10], and [11], where we defined and investigated the
structures of the codes over the rings Ak and Bk, and also
[4] and [14], where we recently investigated the structures
of the codes over other rings. It is also very interesting
to further explore the structures of skew-cyclic codes with
derivation over those rings, together with their application in
the construction of quantum error-correcting codes.
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