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Abstract—Recently, neural network language models have been trained in an end-to-end and fully data-driven manner, generating more flexible responses. Traditional neuro-linguistic models have some problems, such as generating meaningless security responses and containing less information, resulting in unattractive conversations. According to the above problems, we propose a knowledge-driven hierarchical recurrent attention network (Kd-HRAN) model. The Kd-HRAN model adds a knowledge entity generator to hierarchical recurrent attention network infrastructure and introduces a knowledge awareness gate in its decoder. The knowledge awareness gate can integrate the context-related external knowledge into the reply process, and determine whether the final output word is generated from the decoder or copied from the knowledge entity generator. The Kd-HRAN model ensures the consistency, richness, and sustainability of the dialogue system. After a large number of experimental verification, the Kd-HRAN model is superior to the baseline model and has diversified and robust responses.
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I. INTRODUCTION

Building a dialogue system with human nature is a long-term goal in the field of artificial intelligence (AI). The rapid progress in the research of dialogue systems is due to the progress in deep learning technology, the increase in internet data volume, and the rapid landing of products [1-2]. Therefore, the research of dialogue systems is also widely concerned by researchers.

At present, researchers have proposed various neural network models for generating dialogue responses [3,4]. The response generated by the traditional generative multi-turn dialogue system is more natural and coherent, but these models only learn dialogue interactions from dialogue data [5]. When it comes to actual scenarios [6,7] such as company and customer service, there are still problems in the quality of response. One problem is the lack of diversity of responses, such as “I don’t know.” Another is the response about factual content is wrong. A good conversation is not only coherent but informative in its response. The research focus of the generative multi-round dialogue systems is to avoid generating boring replies, promote the sustainability of dialogue and enhance the diversity of replies.

In the actual small talk scenarios, assist the conversation by considering the information and knowledge covered in the conversation history. As shown in the example in Table 1 [8], the conversation revolves around ‘Tsinghua University’. On the one hand, the knowledge (Tsinghua University) can improve the information and diversity of responses generated, and better facilitate the continuation of the dialogue. On the other hand, the association between knowledge can lead the dialogue to change from the current dialogue to another related dialogue and improve the sustainability of the dialogue. As shown in Table 1, the dialogue is transferred from ‘Tsinghua University’ to ‘The Old Summer Palace’.

This paper focuses on a knowledge-driven multi-turn conversation response generation model to improve the quality of conversation generation by using context-related knowledge. To solve the diversity problem of the multi-turn dialogue system, we proposed the Kd-HRAN model. The Kd-HRAN adds a knowledge entity generator and combines a knowledge awareness gate in the decoder part based on a hierarchical recurrent attention network (HRAN) [9]. Specifically, we use the hierarchical encoder to obtain the context vector of the history, as input to the decoder, to determine the probability distribution of the words in the vocabulary. The probability distribution of knowledge entity words is obtained by using a knowledge entity generator and affects the final probability distribution of the vocabulary. The knowledge awareness gate calculates the cosine similarity between the knowledge entity vector and the current message vector to get the matching degree of the two. Finally, the sigmoid function is used to obtain the probability of copying knowledge entities from the knowledge graph is $\gamma$, and the probability of generating words from a fixed word list is $1 - \gamma$.

The main contributions of this paper are as follows,

1) We propose a knowledge-driven hierarchical recurrent attention network (Kd-HRAN) model.
2) The Kd-HRAN model improves the response diversity and information content by combining the knowledge perception gate with the hierarchical model.
3) According to the results of the automatic evaluation and human evaluation, the experimental Kd-HRAN model on the KDconv dataset is superior to all baseline models. It
effectively combines the given knowledge and dialogue

TABLE 1
Examples of Knowledge-Driven Conversation

<table>
<thead>
<tr>
<th>Conversation (travel)</th>
<th>Knowledge Triple</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User1:</strong> 你好，清华大学在什么位置?</td>
<td></td>
</tr>
<tr>
<td>Hello, where is Tsinghua University?</td>
<td></td>
</tr>
<tr>
<td><strong>User2:</strong> 地址在北京市海淀区双清路30号，你没有这儿的电话吗，打电多方便啊?</td>
<td></td>
</tr>
<tr>
<td>The address is No.30 Shuangqing Road, Haidian District, Beijing. Don't you have a phone number here? How convenient it is to make a phone call?</td>
<td></td>
</tr>
<tr>
<td><strong>User1:</strong> 对啊，我有电话啊，010-62793001，你能帮我查一下这里玩多久合适吗?</td>
<td></td>
</tr>
<tr>
<td>Yes, I have a phone number, 010-62793001. Can you find out how long it's ok to stay here?</td>
<td></td>
</tr>
<tr>
<td><strong>User2:</strong> 行啊，建议玩1小时-2小时，那你知道这里门票多少钱吗?</td>
<td></td>
</tr>
<tr>
<td>Yeah, I suggest an hour or two. Do you know how much it costs here?</td>
<td></td>
</tr>
<tr>
<td><strong>User1:</strong> 当然了，这里免费开放的，那景点周边还有别的好玩的地方?</td>
<td></td>
</tr>
<tr>
<td>Of course, it's free. Are there any other interesting places around the scenic spot?</td>
<td></td>
</tr>
<tr>
<td><strong>User2:</strong> 必须的啊，像圆明园，北京大学这些都在它的周边呢，你感兴趣不?</td>
<td></td>
</tr>
<tr>
<td>Of course, the Old Summer Palace and Peking University are all around it. Are you interested?</td>
<td></td>
</tr>
<tr>
<td><strong>User1:</strong> 我对圆明园特别感兴趣，麻烦你告诉我一下这里的电话?</td>
<td></td>
</tr>
<tr>
<td>I'm particularly interested in the Old Summer Palace. Could you tell me the telephone number here?</td>
<td></td>
</tr>
<tr>
<td><strong>User2:</strong> 行啊，电话是010-62628501，地址你要不?</td>
<td></td>
</tr>
<tr>
<td>Yeah, it's 010-62628501, address Do you want?</td>
<td></td>
</tr>
<tr>
<td><strong>User1:</strong> 不用了，地址我知道在北京市海淀区清华西路28号。</td>
<td></td>
</tr>
<tr>
<td>Don't bother, I know the address is 28 West Qinghua Road, Haidian District, Beijing.</td>
<td></td>
</tr>
</tbody>
</table>

![Knowledge-driven Hierarchical Recurrent Attention Network structure](image)

**Fig. 1** Knowledge-driven Hierarchical Recurrent Attention Network structure
context and has a good application effect in the chatty multi-round dialogue system.

II. RELATED WORK

In recent years, researchers [10,11] mostly study generative multi-round dialogue systems based on the sequence-to-sequence [12] framework. Serban et al. [13] proposed a hierarchical recurrent encoder-decoder neural network (HRED) to model the semantics of history. Xing et al. [9] extended the attention mechanism [14] to a multi-round dialogue system, added word attention mechanism and sentence-level attention mechanism to the hierarchical model structure, and proposed a hierarchical recursive attention network (HRAN). The HRAN has achieved good results in the Chinese dialogue tasks, but the divergence of response needs to be improved.

Solving the diversity of response of dialogue systems has become one of the key researches. Li et al. [15] proposed the maximum mutual information objective function to replace the maximum likelihood method often used in the traditional sequence-to-sequence model training. In addition to the improvement of the objective function, the diversity of the response can also be improved by improving the decoding process. The classical cluster algorithm beam search [16] selects the words with the highest probability as the response. To avoid falling into the local minimum path problem, Vijayakumar et al. [17] increased the generation space of candidate response according to the measurement method of response diversity, meeting the demand for response diversity.

In addition to improving the dialogue model itself, the researchers attempted to introduce external knowledge information to improve the diversity of the dialogue model on the task. Ghazvininejad et al. proposed a knowledge-based session engine [18], which introduced unstructured knowledge into the sequence-to-sequence structure. In addition to unstructured knowledge data, there are a lot of structured knowledge data on the internet, such as knowledge triplets based on Wikipedia. Zhou et al. [8] proposed using the graph attention mechanism to introduce structured triplet knowledge into the generative dialogue model, using the static attention mechanism to fuse knowledge to enhance the encoder semantic vector, and using the dynamic attention mechanism to enhance the decoder generation effect.

Some researchers have found out of vocabulary (OOV) problems lead to the lack of information in reply statements. The classic Seq2Seq model has trouble learning rare words (eg. proper nouns), which is one of the reasons for OOV problems. Vinyals et al. [19] proposed a pointer generator network for the OOV problems. The pointer network can copy words as output from input sequences and word lists. Gu et al. [20] introduced the copy mechanism into the sequence-to-sequence model and proposed the CopyNet model. The copying mechanism can effectively integrate the generation model with the pointer mechanism, and select a specific sub-sequence output from the input sequence.

Given a dataset \( D = \{(C, Y), KG\}_{i=1}^{T} \), taking a sample \((C, Y)\), KG introduces the internal composition of the dataset. \( C = (U_1, U_2,...,U_M) \) indicates the history of conversation consists of \( M \) turn utterance. \( U_m \) denotes the most recent message in the conversation as the current input. \( Y \) represents the response. \( KG = (kg_1, kg_2,...,kg_T) \) represents knowledge triplets related to conversation history \( C \). \( kg_m = (s, r, o) \) stands for a triad of knowledge in KG. \( s, r, \) and \( o \) represent head entities, relation entities, and tail entities, respectively. The goal of the model is to generate a reply \( Y = \{y_1, y_2,...,y_T\} \), made up of \( T \) words.

Fig. 1 is the structure of the knowledge-driven hierarchical recursive attention network (Kd-HRAN). The Kd-HRAN model consists of an utterance encoder, context encoder, knowledge entity generator, and decoder with the knowledge awareness gate. Next, we give the specific workflow and equation calculation process of the Kd-HRAN model.

A. Utterance Encoder

The utterance encoder encodes each round of discourse in the history of the dialogue and obtains the correct semantic representation. The utterance encoder adopts a bidirectional gated recurrent unit (Bi-GRU) [21]. The utterance encoder is shown in fig. 2, and consists of the forward GRU and the reverse GRU.

Given a conversation context \( C = (U_1, U_2,...,U_M) \) of length \( M \). Suppose there are \( n \) words in the \( m \)-turn utterance, and the expression is \( U_m = \{w_{m,1}, w_{m,2},...,w_{m,n}\} \). Take the \( m \)-th utterance. For example, the word sequences \( \{w_{m,1}, w_{m,2},...,w_{m,n}\} \) are transformed into word vector sequences \( \{e_{m,1}, e_{m,2},...,e_{m,n}\} \) through the word vector layer. The word vector sequence is then input into the utterance encoder.
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The forward GRU reads the sequence from left to right in the chronological order of \( l \)-th to \( n \)-th and calculates the corresponding forward the hidden state of each word vector \( \tilde{h}_{m,j} \). The reverse GRU reads sequences from right to left in order of \( n \)-th to \( l \)-th and calculates the reverse hidden states of each word vector \( \tilde{h}_{n,j} \). The calculation equations of \( \tilde{h}_{m,j} \) and \( \tilde{h}_{n,j} \) are as follows,

\[
\tilde{h}_{m,j} = GRU \left( \tilde{h}_{m,j-1}, e_{m,j} \right), \tag{1}
\]

\[
\tilde{h}_{n,j} = GRU \left( \tilde{h}_{n,j+1}, e_{n,j} \right). \tag{2}
\]
where $GRU(\cdot)$ represents GRU function, $\tilde{h}_{m,i-1}$ is the hidden state at step $(i-1)$-th during the forward GRU process, $\hat{h}_{m,i-1}$ is the hidden state at step $(i+1)$-th in the reverse GRU process. The BiGRU splices forward hidden state ($\tilde{h}_{m,i-1}$) and backward hidden state ($\hat{h}_{m,i-1}$) to get the hidden state \( \{h_{m,i}\}_{i=1}^N \) corresponding to each word in the sentence sequence.

\[
  h_{m,i} = BiGRU(e_{m,i}) = [\tilde{h}_{m,i}, \hat{h}_{m,i}]. \tag{3}
\]

Words have different effects on the utterance. The Kd-HRAN introduces an attention mechanism to improve the weight ratio of important information in a sentence vector. Suppose the decoder is at step $t-1$, the hidden state is $s_{t-1}$, $h_{m,i}$ is the input of the word-level attention layer, and the attention weight value of the word-level \( \{\alpha_{i,t}^u\}_{i=1}^N \) is calculated by equation (4). \( \{\alpha_{i,t}^u\}_{i=1}^N \) measures the importance of words in utterance at step $t$.

\[
  \alpha_{i,t}^u = \frac{\exp(h_{m,i}^TW_s s_{t-1})}{\sum_{n=1}^N \exp(h_{m,n}^TW_s s_{t-1})}, \tag{4}
\]

\[
  r_m = \sum_{i=1}^N \alpha_{i,t}^u h_{m,i}, \tag{5}
\]

where $W_s$ is a trainable weight matrix. The utterance vector $r_m$ is composed of the hidden state of words in utterance $U_m$ and the attention weight.

**B. Context Encoder**

The context encoder is to model the entire conversation history and get the semantic representation. The Kd-HRAN context encoder uses unidirectional GRU [22]. The utterance vector \( \{r_1, r_2, ..., r_M\} \) is input as a context encoder. \( \{r_1, r_2, ..., r_M\} \) is transformed into the hidden state of the utterance \( \{l_1, l_2, ..., l_M\} \) by GRU. As shown in equation (6),

\[
  l_m = GRU(r_m). \tag{6}
\]

The Kd-HRAN focuses on the important information of each sentence by the attention mechanism and gets the context vector $c_i$. Input the hidden state \( \{l_1, l_2, ..., l_M\} \) to the sentence-level attention layer to calculate the context vector $c_i$, the formula is as follows,

\[
  \beta_{m,i}^u = \frac{\exp(l_m^TW_s s_{t-1})}{\sum_{n=1}^M \exp(l_m^TW_s s_{t-1})},
\]

\[
  c_i = \sum_{m=1}^M \beta_{m,i}^u l_m^T,
\]

where $W_s$ is a trainable weight matrix. The utterance-level attention weight \( \{\beta_{m,i}^u\}_{i=1}^M \) measures the importance of the sentence in context.

**C. Knowledge Entity Generator**

The knowledge entity generator is used to calculate the probability distribution of knowledge entities as output words.

The Kd-HRAN considers using $k$ triples in the local knowledge graph. First, encode knowledge triples. The head entity word embedding $emb_h$ and relation word embedding $emb_r$ of each triplet are averaged as the knowledge entity vector $emb_{k_e}$ of the knowledge triplet. The $emb_{k_e}$ specific calculation equation is as follows,

\[
  emb_{k_e} = \frac{1}{2} \sum (emb_h + emb_r), i \in \{1...k\} \tag{9}
\]

In the present moment, the word embedding of nouns and verb phrases in $U_m$ are averaged. The vector $emb_q$ of the input sequence is represented as follows,

\[
  emb_q = \frac{1}{N} \sum (emb_{w_1} + ... + emb_{w_N}) \tag{10}
\]

where $emb_{w_i}$ represents the word embedding of the $i$-th word in $U_m$. Finally, the similarity scores of knowledge entities and current messages are calculated by chord similarity, and the copy coefficient of the knowledge entity in the knowledge triplet is obtained.

\[
  score_{k_e} = \tanh\left(\cos(emb_q, emb_{k_e}), ..., \cos(emb_q, emb_{k_e})\right). \tag{11}
\]

Normalized the copy coefficient of all the knowledge entities to obtain the probability word distribution $P_{copy}$,

\[
  P_{copy} = \text{softmax}\left(score_{k_e}\right). \tag{12}
\]

**D. Decoder with Knowledge Awareness Gate**

The decoder uses GRU [22] to select a common word from the fixed word list as the predicted reply word. Calculation of probability distribution of common words generated at step $t$ is shown in equation (13),

\[
  P_{generate} = s_t^T W_{out} \tag{13}
\]

\[
  s_t = f(e(y_{t-1}), s_{t-1}, c_t) \tag{14}
\]

where $f$ is GRU, $s_t$ is the hidden state of the decoder at the step $t$, $e(y_{t-1})$ is the embedding representation of the word $y_{t-1}$, $s_{t-1}$ is the hidden state of the previous step. $c_t$ is the output of the context encoder, i.e. the context vector.

The knowledge perception gate of Kd-HRAN is mainly inspired by the paper [20, 23]. The knowledge awareness gate determines whether the final output of the decoder comes from a word list or a knowledge graph. At step $t$, the probability of the decoder copying the knowledge entity from the knowledge graph is $\gamma_t \in [0, 1]$. The $\gamma_t$ calculation equation is shown in equation (15),

\[
  \gamma_t = \text{sigmoid}(W_{ren}\left[emb_q + emb_r; score_{k_e}; s_{t-1}\right]). \tag{15}
\]

where $W_{ren}$ is a trainable parameter matrix, and $[\cdot]$ is the connection operation. $emb_h$ is the word embedding output by the decoder at step $t-1$.
The knowledge awareness gate controls the distribution of the final word list at any time, as shown in equation (16). $1 - \gamma_i$ represents the probability the decoder generates common words from the fixed vocabulary. 

\[
p(y_t | y_1, y_2, ..., y_{t-1}, c_t, KG) = \gamma_i * P_{copy} + (1-\gamma_i) * P_{generate},
\]

(16)

E. Loss Function

The loss function of the model consists of two parts: cross-entropy loss function ($L_{cross}$) and gating loss function ($L_{gate}$). The cross-entropy loss function ($L_{cross}$) calculates the difference between the actual distribution and the expected distribution. The $L_{cross}$ calculation equation is as follows,

\[
L_{cross}(\theta) = \sum_{i=1}^{T} p_i \log p(y_t | y_1, y_2, ..., y_{t-1}, c_t, KG),
\]

(17)

where $p_i$ is the real distribution at step $t$, and $p(y_t | y_1, y_2, ..., y_{t-1}, c_t, KG)$ is the predicted distribution at step $t$. $L_{gate}$ monitors the probability of selecting knowledge entity words, as shown in equation (18),

\[
L_{gate} = \sum_{i=1}^{T} q_i \log y_t + (1-q_i) \log (1-y_t),
\]

(18)

where $q_i \in [0,1]$ is the real probability selection of common words or knowledge entity words in the training sample. When $q_i = 0$, the KD-HRAN selects common words from a fixed vocabulary at step $t$. When $q_i = 1$, the KD-HRAN copies knowledge entities from knowledge graphs at step $t$. The goal of the KD-HRAN training is to minimize the loss of function $L(\theta)$,

\[
L(\theta) = L_{cross}(\theta) + L_{gate}(\theta).
\]

(19)

IV. EXPERIMENT

In this section, we conduct experiments on a real knowledge ge-based dataset to verify the effectiveness of the KD-HRAN. We introduce the experimental dataset, the baseline model, parameter settings, and the evaluation index.

A. Experimental Datasets

Zhou et al [8] published a Chinese knowledge-driven multi-turn dialogue (KdConv) dataset. The KdConv dataset covers film, music, and tourism, with 4.5k multi-turn conversations in total, including 86k dialogue utterances in total, and the average number of turns is about 19.0. Each discourse is marked with relevant knowledge in the knowledge map and organized in the form of triples.

The KdConv dataset of film and music field knowledge mixed with a large number of Chinese, English, Japanese, and Korean (eg. movie name, actor name, singer name, and song name). The KD-HRAN could not understand the semantic information of these unusual words, so this paper uses a multi-round dialogue data set in the tourism field.

The statistical information of the multi-round dialogue dataset (tourist attractions within China) in the tourism field is shown in table 2.

First of all, we split each dialogue example in the dataset into several samples in the form of “dialogue history-response”. The samples from the same dialogue example share the same set of knowledge information. The statistical information of the knowledge triple is shown in table 3. We use the Jieba Chinese word separator to segment the dialogue content and knowledge triple.

| TABLE 2 Specific Statistics for the KdConv Dataset |
|-----------------|---------|--------|--------|
| Dialogue dataset | train   | dev    | test   |
| # dialogues     | 1,200   | 150    | 150    |
| # dialogue pairs| 8,109   | 1,196  | 1,257  |
| Avg. # Turns    | 13.5    | 15.9   | 16.8   |
| Avg. # utterances per dialogue pair | 6.75    | 7.97   | 8.38   |

| TABLE 3 Details of Knowledge Triples |
|-----------------|---------|--------|
| statistics      | data    |
| # entities      | 699     |
| #head entities  | 476     |
| #relations      | 7       |
| #triples        | 5,287   |
| Avg. # triples per dialogue | 10.0    |

B. Baselines and Implementation Details

- **HRED**: The Hierarchical Recurrent Encoder-Decoder (HRED) [13] model uses word encoders and speech encoders to model multi-round conversation contexts. The HRED model uses the representation of the context to decode and generate the corresponding response.

- **HRAN**: Hierarchical Recurrent Attention Network (HRAN) [9] is one of the best models in the current multi-turn dialogue system.

- **KG-Copy**: The Knowledge copy network (KG-Copy) [2] is a neural network model based on a sequence-to-sequence encoder-decoder. The KG-Copy uses a special gating mechanism to copy knowledge entities from local knowledge graphs.

We build a vocabulary of 20,000 words that occur more than once in the dataset. The special marks words “UNK” are outside the dictionary. In the experiment, the word vector dimension is set to 200, and the vocabulary is initialized by the pre-trained Chinese word vector table of Tencent AI Lab. The coverage is 90.45%, and the word vectors of words not found in the Tencent word vector table are randomly initialized. The hidden vector size is set to 200 for both the encoder and decoder, and the batch size is set to 32. Adam algorithm [25] was used to optimize loss and update parameters, and the initial learning rate was 0.001. To prevent over-fitting of parameters, the dropout method [26] is adopted in the experimental training, and the dropout is set to 0.3.

To ensure the reliability of experimental results, the hyperparameters used in the comparison model are consistent with those of the KD-HRAN.

C. Evaluation Measures

To objectively evaluate the dialogue system based on generation, we use a combination of multiple automatic evaluation indexes and human evaluation indexes to evaluate...
the proposed model.

In the experiment, we use the automatic evaluation methods of the distinct-n and distinct-2 to evaluate the diversity of generated responses. The amount of information and diversity of generated responses are measured by calculating the proportion of different n-grams in generated sentences. The distinct-n calculation equation is as follows,

\[
distinct\_n = \frac{Count\(unique\_ngram\)}{Count\(word\)},
\]

(20)

The larger of distinct-n, the more word numbers are used, and the more abundant the responses are. If the appropriate answer cannot be obtained, the high diversity result is simply to piece up words from the utterance.

For example, the utterance assembled by completely random words can be highly diversified. Therefore, F1 [43], Precision, and Recall are also used in this paper. The F1 evaluates the matching degree between the responses generated by the model and the real responses. At the same time, the combined effect of accuracy and recall rate can also determine the content richness of the generated responses. The equation (21-23) is the expression to calculate the value of F1.

\[
\text{Precision} = \frac{\text{W}_{\text{argpred}} \cap \text{W}_{\text{predic}}}{\text{W}_{\text{predic}}},
\]

(21)

\[
\text{Recall} = \frac{\text{W}_{\text{argpred}} \cap \text{W}_{\text{predic}}}{\text{W}_{\text{argpred}}},
\]

(22)

\[
F1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}},
\]

(23)

where \(\text{W}_{\text{argpred}}\) represents the set of words in the real results, and \(\text{W}_{\text{predic}}\) represents the set of words in the predicted results of the model.

### D. Experimental Results

Table 5 shows the experimental results of the baseline model and the Kd-HRAN model on the KdConv dataset. The experimental results in the table will be further analyzed.

<table>
<thead>
<tr>
<th>Model</th>
<th>Automatic evaluation</th>
<th>Human evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>distinct-1</td>
<td>distinct-2</td>
</tr>
<tr>
<td>HRED</td>
<td>0.0461</td>
<td>0.1235</td>
</tr>
<tr>
<td>HRAN</td>
<td>0.0480</td>
<td>0.1246</td>
</tr>
<tr>
<td>KG-Copy</td>
<td>0.0359</td>
<td>0.1036</td>
</tr>
<tr>
<td>Kd-HRAN</td>
<td>0.0665</td>
<td>0.2048</td>
</tr>
</tbody>
</table>

In Table 5, no external knowledge is introduced into HRED and HRAN models, so only the F1 values of KG-Copy and Kd-HRAN models are given.

In Table 5, KG-Copy is slightly lower than the Kd-HRAN in F1. To compare the richness of responses generated by each model more clearly, the distinct-1 and distinct-2 from the automatic evaluation results are presented in the form of a bar graph in Fig. 3.

1) Compared with HRED and HRAN, the distinct-1 of the Kd-HRAN model is increased by 0.0204 and 0.0185 on the test set, and the distinct-2 is increased by 0.0813 and 0.0802. The introduction of external knowledge can improve the diversity of hierarchical model responses.

2) Both the Kd-HRAN and the KG-Copy use a copy mechanism. Significantly, KG-Copy uses a non-hierarchical encoder and Kd-HRAN uses a hierarchical encoder in the encoding context. The Kd-HRAN is 0.0306/0.1012 higher than the KG-Copy in distinct-1/distinct-2 (0.0665/0.2048 vs. 0.0359/0.1036).

The hierarchical encoding used in the Kd-HRAN model is helpful to the understanding of context semantics, uses knowledge to generate knowledge entity words, and increases the n-tuples in the reply.

The hierarchical coding is due to non-hierarchical coding in the dialogue system.

3) The distinct-1 and distinct-2 of the Kd-HRAN are both the highest. The Kd-HRAN can refer to more entity words in reply, and enriches the diversity of reply generation. Our model performance is superior to all baselines.

Three annotators scored 300 test samples on both content and knowledge, so each model received 900 content and 900 knowledge scores. To further analyze the results of human evaluation, this paper makes statistics on the proportion of scores in each aspect of different models. Fig. 4 shows the proportion of scores in "content".

The HRED model has the highest proportion in "score 1" and the lowest proportion in "score 2" (score 1=42.6%, score 2=28.1%), followed by the HRAD model. The HRED and HRAN models produced many unpractical responses.

The KG-Copy share of "score 2" has increased slightly, the knowledge can increase the diversity of responses. The KG-Copy model has the lowest manual score in terms of content (the lowest proportion of "score0"), the KG-Copy model improves the diversity of responses but produces more responses unrelated to dialogue.
Compared with HRED, HRAN, and KG-Copy models, the proportions of "score 0" and "score 1" in the Kd-HRAN model decreased, and the proportions of "score 2" also increased. Therefore, the Kd-HRAN model achieved good results in the content of human evaluation. Table 5 and fig. 4 confirm the Kd-HRAN model is more inclined to generate context-related and informative responses.

Observe fig. 5, the Kd-HRAN share of "score 2" is higher than the KG-Copy model, and the Kd-HRAN model share of "score 1" is lower than the KG-Copy model. Under the premise of introducing knowledge, the correct rate of knowledge entity words used in the Kd-HRAN generation response is slightly higher than in the KG-Copy model.

E. Case Study

Examples of response generation for the Kd-HRAN model and the baseline model is shown in table 6. Generating models do not refer to external knowledge can easily generate generic responses, or even responses are not related to dialogue. Knowledge is important to multi-round dialogue interaction, and the knowledge model can improve the quality of the dialogue system.

The bold fonts (for example, “鸟巢”) indicates the generated response made appropriate use of the appropriate knowledge, and the bold italic font (for example, “圆明园”) indicates the generated response made the wrong use of irrelevant external knowledge. In addition, the Kd-HRAN model can utilize more external knowledge than the baseline model, thus effectively improving the information and diversity of responses.

![Fig. 3 Comparison diagram of four models under the diversity index](image)

![Fig. 4 The percentage of points scored by different models for content](image)

![Fig. 5 The proportion of knowledge scores between Kd-HRAN and KG-Copy](image)
In recent years, the rapid development of deep learning technology has brought breakthroughs to dialogue technology. The rapid development and wide application of chatty dialogue systems in recent years are amazing. In practical applications, people are often faced with less information generated, or unable to give a semantically rich response. Such a response often makes people lose the desire to continue the conversation. Concerning these problems, this paper proposes improvements through the Hierarchical Recurrent Attention Network to improve the diversity of responses generated by multi-turn of dialogue. We have innovatively proposed a knowledge-driven hierarchical recurrent attention network (Kd-HRAN).

This experiment proves the knowledge introduced in the Kd-HRAN model can enhance the diversity of responses. It further illustrates the important influence of the introduction of knowledge information on several rounds of dialogue response. In future work, we consider enhancing the use of dialogue systems for knowledge entities and try to apply them to other NLP tasks.
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