
 

  

Abstract—Text classification is a basic problem in the field of 

natural language processing. The model based on deep learning 

is a common model to deal with this problem. However, there 

are two problems in the text classification application using 

deep learning models: one is that the important role of the text 

hierarchical structure is not fully considered in classification 

judgment; the other is that the traditional word segmentation 

may produce ambiguity when dealing with text. Aiming at these 

problems, a text classification algorithm based on deep 

convolution neural network and attention mechanism is 

proposed. The neural network language model word2vec is used 

to train the word vector of short text. The trained word vector is 

used to represent the text. The convolution neural network is 

used to extract the abstract features of short text. Through 

extracting the abstract features, the classifier is used to classify 

short text. The results show that the algorithm has higher 

accuracy than the traditional convolutional neural network and 

bag of word model. 

 
Index Terms—convolutional neural network, attention 

mechanism, short text, machine learning, deep learning 

 

I. INTRODUCTION 

EXT classification automatically classifies and labels 

text according to a certain classification system or 

standard. It is mainly used in the fields of information 

retrieval [1], spam text filtering [2], public opinion detection [3], 

emotion analysis [4] and so on. It has been a research hotspot 

in the field of natural language processing [5-7]. Text 

classification methods mainly include word matching [8], 

knowledge engineering [9], statistics and machine learning [10]. 

As the first step of text classification, the natural language 

text with unstructured character should be transformed into 

numerical data. Word vector is a great tool to transform the 

character into numerical data, which is of great significance 

for the research of text classification. 

In recent years, with the application of deep learning 

model in computer vision [11,12] and speech recognition [13,14], 

remarkable achievements have been made. It is worth 

studying to bring the advantages of deep learning into text 

classification, which may improve the accuracy of text 

classification [15]. Literature [16] proposed a sentence level 

classification model based on convolutional neural network 

(CNN). CNN is used for pre training to optimize feature 
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expression when training word vectors. Literature [17] 

proposed an improved Bi-LSTM, which adds 2D convolution 

layer and 2D pooling layer to Bi-LSTM. The proposed 

Bi-LSTM is used to capture the dependency between 

sentences. 2D convolution layer and 2D pooling layer are 

used to extract deep feature expression. Compared with RNN, 

CNN and RECC-NN, the effect is significantly improved. 

Literature [18] proposed the VDCNN model by adopting the 

deep convolution network. However, CNN model has its 

defects, that is, it can only mine the local information of  text. 

Compared with CNN, region convolutional neural 
networks (RNN) can better capture the long-distance 

dependence between text. In order to model the relationship 

between sentences, Literature [19] proposed hierarchical 

RNN model at the text level. Literature [20] proposed a deep 

map long and short-term memory (DM-LSTM) model for 

multi label text classification. In its proposed model, a 

graphics database is used to store documents. The standard 

dictionary is used to preprocess the document. Then the 

classification dictionary is generated. Literature [21] uses 

CNN to train text vectors. Some sequences obtained through 

CNN are taken as the output of word vectorization. Then 

these sequences are taken into LSTM to complete the text 

classification operation.  

In addition, attention mechanism has been widely used in 

text classification models and other application [22]. The 

attention mechanism can distinguish the importance of each 

word in the text classification. Literature [23] proposed the 

attention mechanism on words and sentences, which retains 

the document structure with the hierarchical type. The 

importance of each sentence and word is distinguished to the 

classification category. At present, due to the deep learning 

method and attention mechanism have achieved good results 

in many fields, text classification based on the structure of 

convolutional neural network and attention is proposed. Then 

the experiments are carried out. The experimental results 

show that the proposed method is effective. 

 

II. CONVOLUTIONAL NEURAL NETWORK 

Convolutional neural network is a kind of deep neural 

network developed in recent years, which makes a great 

breakthrough in computer vision and speech recognition. 

CNN mainly includes convolutional layer and pooling layer. 

A. Convolution layer 

Convolution layer is the core component in the CNN, 

which has the characteristics of local connection and weight 

sharing. The convolution layer is mainly used to produce one 

or more outputs. The characteristic maps of the previous 

layer are convoluted with the convolution kernels, where 
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convolution kernel is represented by v, lmv  , l represents 

the window height of the convolution kernel, and m 

represents the dimension size of the word vector. A new 

characteristic value is generated when passing through a 

word sequence window with height l and width m. :j lV  

represents a word sequence of length l (Vj, Vj+1, ..., Vj+l), 

where Vj represents a word. The calculation process of each 

characteristic value is as follows. 

:( )j j j lc f V d +=  +                           (1) 

where α is the weight parameter of the convolution kernel, d 

is the bias term of the convolution layer, d  . The operator 

(·) represents the convolution operation. f ( ) is the activation 

function. Generally, nonlinear functions such as sigmoid and 

tanh can be used as activation function. A feature map can be 

obtained by convoluting the word sequence (
1:lV , 

2:lV ,..., 

1:M l M− +V ) in each window of the short text. The specific 

calculation process is as follows. 

1 2 1( , , , )M lc c c c − +=                          (2) 

where M represents the number of words in a short text, l 

represents the height of the convolution kernel window, and c 

represents the characteristic map formed by the short text 

passing through a convolution kernel. The height of the 

convolution kernel is l. The width is the dimension of the 

word vector. As a result, the characteristic map formed after 

convolution is a matrix with height (M - l + 1) and width 1. 

Different convolution kernels can extract features from 

different angles. By setting the number of convolution 

kernels, multiple different feature maps can be obtained. 

B. Pooling layer 

The function of the pooling layer is to down sample the 

characteristic map output from the convolution layer, which 

can be used to simplify the information output from the 

convolution layer and reduce the network parameters. The 

pooling layer scans and samples in steps of the size of the 

pool area, rather than continuous sampling. Assuming that 

the width of the pool area is v and the height is l, the input 

characteristic map is divided into several sub area with v×l 

size. After each sub area is pooled, the value is obtained after 

the corresponding pooling operation. The max-pooling 

method is used here, which extracts the maximum feature 

value in the pool area. The specific calculation process is as 

follows: 

max max( )jc c=                             (3) 

where, cj represents the characteristic map formed after the 

convolution operation of a convolution kernel with original 

text, 0 < j≤N, where N is the number of characteristic maps. 

The 1-max pooling operation is adopted. The height of the 

pooling region is M - l + 1 and the width is 1. Therefore, a 

characteristic map will get a value after pooling. 

The number N of the convolution kernels and the size of 

the pooling area are set in the convolution neural network. 

The feature value containing more semantic and location 

information can be extracted from the original text. Then all 

the extracted feature value is spliced together to form a vector. 

The vector is the feature representation of short text formed 

after convolution neural network processing. The structure of 

extracting feature value by convolution neural network is 

shown in Figure 1. 
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Fig. 1.  Structure of CNN 

 

III. ATTENTION MODEL 

Attention model is used to characterize the word 

correlation between text sentences and output results, and to 

represent the importance of each word in sentence sj and its 

corresponding label tj. The attention text generated by the 

attention model is expressed as bj. 

( , )   1 ,1j ji jm f s t j k i l=                        (4) 
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                       (5) 
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b q s
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=                                  (6) 

where sj represents a text sentence; tj represents the label to 

the corresponding sentence; f( ) represents a forward network 

with a hidden layer; qj and mj represent the important 

information of each word in the text. After the features are 

obtained by convolution neural network and attention model, 

the feature c learned by the pooling layer relates to the 

attention text bj, which is the input of the full connection layer. 

The output result after passing through the full connection 

layer is expressed as 

( ) ( ( ) )jo s f w c b c=   +                        (7) 

where o(s) represents the output value obtained after the 

model;   represents vector splicing operation; w represents 

the weight matrix of the full connection layer; c represents 

the offset term; f( ) indicates the selection of classifier. 

 

IV. TEXT CLASSIFICATION 

A. Text classification model 

Given the text sentence data set W, which contains the text 

S ={s1, s2,..., sn} and the classification tag T ={ t1, t2,..., tn } 

corresponding to each sentence, where each text sentence si is 

composed of m words, expressed as { sj1, sj2,..., sjn }. The final 

objective function is expressed as 

( | ) arg max ( | ; )p T S f T S


=                      (8) 

where θ represents all parameters involved in the model; f ( ) 

represents the formal expression of the model. 

B. Data to vector using word2vec 

Word vectorization is the transformation of word 

representation into digital representation using computer 

processing. There are some outstanding word vectors using 

neural network, such as NNLM proposed by Bengio and 

log-linear model proposed by Hinton. In addition, the 

well-known word2vec model is a concise and efficient word 

vector model. Word2vec technology is a key breakthrough in 
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the application of deep learning technology in self-language 

processing. 

(1) Word2vec model 

Word2vec model is essentially a simple neural network. 

When the network training is completed, the weight matrix 

between the input layer and the hidden layer is the word 

vector mapping table. It is generally divided into CBOW and 

skip-gram models. Previous studies have shown that CBOW 

performs better in small-scale corpora, while skip-gram is 

more suitable for larger corpora.  

(2) Data Vectorization 

After extracting the text under classification, the sentence 

is transformed into a vector according to the word vector 

model. Wikipedia corpus and word2vec tool are used to train 

the model. Set the statement S ={s1, s2,..., sn}, where sj = (w1, 

w2, ..., wd) is a word item and d represents the dimension of 

the word. The vectorization of statement S is expressed as S = 

(w1   w2  ...  wd), where   is the join operator. 

Therefore, statement S is converted into a string of vectors in 

the order of word vectors. Similarly, for each text W = (S1   

S2  ...  Sn), where n represents the important ranking of 

statement S, that is, Sj is the jth important statement in the text. 

After the text is transformed into vector form, the vectorized 

data can be used to train the neural network. 

C. Text classification flow 

In order to realize text classification, a network structure 

based on convolutional neural network and attention model is 

proposed. The model structure is shown in Figure 2. The 

model is mainly composed of two parts. The lower part is a 

typical convolution neural network structure. And the upper 

part is the structure of attention model. The overall process of 

the model is as follows: firstly, the input text sentence is 

encoded by word vector model, converted into word vector 

representation. The relevant features of the sentence are 

obtained after convolution neural network. Then, after 

combining the features obtained by the attention mechanism, 

the text classification is completed by using the classifier 

after full connection. 

(1) Firstly, the model transforms characters or words into 

corresponding vector expressions through the operation of 

CNN layer. Suppose a text has n words, expressed as Sj, j ∈ 

[1, n]. From the formula W = (S1   S2  ...  Sn), the vector 

representation W of the sentence has been obtained. Then, 

after convolution operation, the eigenvector V is obtained 

(2) The purpose of adding the attention mechanism is to 

find the words or words that contribute most to the meaning 

of the sentence. The importance of words is determined. Then, 

after softmax operation, a normalized attention weight matrix 

is obtained, which represents the weight of the jth word. 

Finally, after the attention weight matrix is obtained, the 

sentence vector is regarded as the weighted sum of these 

word or word vectors. After calculating the importance of 

each word and word to the sentence according to equations (4) 

- (6), the importance ranking is obtained. 

(3) After the total text vector V is obtained, the text 

classification operation can be carried out through the 

softmax layer 

soft max( )p wV b= +                          (9) 

where w and b are weight matrix and offset matrix 

respectively. In addition, the goal for equation (9) is to 

minimize the loss function, i.e., negative log likelihood 

function, as shown in equation (10). 

log dj

d

L p= −                                  (10) 
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Fig. 2. Structure based on convolutional neural network and attention 

mechanism 

 

V. EXPERIMENTAL ANALYSES 

A. Experimental dataset 

The text dataset used in this experiment comes from 480 

fault records of factory equipment. Some records are shown 

in Table I. The text mainly consists of description part and 

failure type part. Failure type includes leak, mechanical 

failure, electronic failure, and software failure. The word 

cloud of description under different failure type is shown in 

Figure 3. 90% of the 480 text records are selected as training 

samples and the remaining 10% as test samples. The number 

of training and testing samples is shown in Table II. 

 
TABLE I 

SOME EXAMPLES OF TEXT SAMPLES 

 Description Failure type 

1 
Loud rattling and banging sounds are 

coming from assembler pistons. 
Mechanical Failure 

2 
There are cuts to the power when 

starting the plant. 
Electronic Failure 

3 Mixing software has crashed. Software Failure 
4 Mixer tripped the fuses. Electronic Failure 

5 
Burst pipe in the constructing agent is 
spraying coolant. 

Leak 

6 A fuse is blown in the mixer. Electronic Failure 

 
(a) Leak 

 
(b) Mechanical Failure 
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(c) Electronic Failure 

 
(d) Software Failure 

Fig. 3. Word cloud of description under different failure type 

 
TABLE II  

THE NUMBER OF TRAINING AND TESTING DATA 

 Training data num Testing data num 

Leak 60 8 
mechanical failure 181 23 

electronic failure 155 13 

software failure 36 4 
Total 432 48 

 

B. Word to vector 

The pretrained word2vec model is used for word 

embedding. The word embedding model returns 

300-dimensional pretrained word embedding. The size of the 

text sequences is E-by-W matrix, where E is the embedding 

dimension, and W is the number of word vectors in the 

sequence. Taking the text sequences “Loud rattling and 

banging sounds are coming from assembler pistons” under 

“Mechanical Failure” for example, the vectors after word 

embedding are shown in Figure 4. 

C. Result analysis 

Experiments are designed to verify the effectiveness of the 

sentence level text classification scheme based on the 

improved convolutional neural network. In order to verify the 

performance of the proposed method, traditional 

convolutional neural network （CNN）and bag of word model 

(BWM) are used as the comparison method respectively, 

where the traditional CNN method is shown in Section 2, and 

the input of traditional CNN is also processed by word2vec 

model. The bag of word model uses word frequency counts as 

predictors. The confusion matrix chart is shown in Figure 5 

under the BWM, CNN and the proposed method. The text 

classification accuracy of the three methods is shown in 

Table III and Figure 6. It can be seen from Table III and 

Figure 6 that the text classification algorithm based on the 

proposed convolutional neural network model has higher text 

recognition rate under leak type fault than BMW model under 

leak failure. Compared with CNN, the text classification 

algorithm based on improved convolutional neural network 

has higher text recognition rate under mechanical failure. 

Compared with BWM and CNN methods, the accuracy of the 

proposed method is higher on the whole fault type. The 

accuracy of different categories is more balanced. The higher 

accuracy in the original scheme is only slightly reduced in the 

new scheme, and the lower accuracy in the original scheme is 

greatly improved in the new scheme. 
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Fig. 4. The vectors after word embedding
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The reason is that, on the one hand, the convolution neural 

network model can extract richer classification features by 

adding convolution kernel. On the other hand, it can extract 

higher-level classification features by increasing the number 

of convolution layers. In short, convolutional neural network 

can extract richer features horizontally and more levels 

vertically, which is impossible by traditional machine 

learning models.  Therefore, the distribution of different 

words is captured by improving the convolution neural 

network. The accuracy of convolution neural network in text 

classification can be further improved. 

 

 
 (a) BWM 

  
(b) CNN 

 
 (c) The proposed method 

Fig. 5. The confusion matrix chart 
 

 

 
 

TABLE III 
TEXT CLASSIFICATION ACCURACY 

Type BWM CNN 
The proposed 

method 

Electronic failure 100% 100% 100% 

Leak 75% 87.5% 87.5% 

Mechanical failure 91.3% 82.6% 91.3% 

Software failure 100% 100% 100% 

Total 91.7% 89.6% 93.8% 

 

 
Fig. 6. Histogram of text classification accuracy 

 

VI. CONCLUSION 

The current short text classification algorithms do not 

comprehensively consider the implicit dependencies and 

local key information in the text. To solve this problem, a 

deep convolution neural network model combined with 

attention mechanism is proposed by using the method of deep 

learning. The model can capture the implicit dependency 

feature information of context. Then the model can pay more 

attention to the key information of text. As a result, the 

accuracy of text classification is improved. On the fault 

records of factory equipment data set, the experimental 

results show that the performance of the proposed model is 

better than the traditional CNN and bag of word model. In the 

next step, the model will be applied to the text analysis task 

combining text and picture information. And it will find a 

more suitable in-depth learning algorithm for text analysis. 
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