
 

  
Abstract—A Deep Convolutional Support Vector Machine 

with Bottleneck Attention module (DCSVM-BAM) to improve 
the accuracy of recognising face images is proposed and 
discussed in this article. Although Support Vector Machine 
(SVM) has achieved excellent results in face recognition, its 
performance is still limited by its feature extraction ability. The 
proposed DCSVM-BAM method consists of two processes, 
feature extraction and feature classification. The face images' 
features are first extracted with Bottleneck Attention-based 
Deep Convolutional Neural Network. Then these images are 
mapped from low-dimensional to high-dimensional spaces. We 
utilised Soft-Margin SVM to perform classification in the 
high-dimensional space. Experimental results on eight public 
face datasets demonstrated that the DCSVM-BAM had 
achieved better results than Convolutional Neural Networks 
and SVM. The DCSVM-BAM has achieved the best accuracy 
precision, recall, specificity, FPR, and F1_measure in six of the 
eight public face datasets. Meanwhile, the proposed 
DCSVM-BAM was compared with DeepID in accuracy, 
precision, recall, specificity, FPR, and F1_measure. The results 
have shown that the proposed DCSVM-BAM performed better 
than DeepID. 
 

Index Terms—Bottleneck Attention, Convolutional Neural 
Network, Deep Learning, Face Recognition, Support Vector 
Machine 
 

I. INTRODUCTION 
esearch interest in face recognition has increased over 
the years. Face recognition is a process of recognising 

various faces of people via a visual system. It is a valuable 
technique in biometric security systems for access control 
and video surveillance. It has become an essential 
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human-computer interaction tool that can be used in social 
networks, such as Facebook [1][2][3]. A face recognition 
system should be capable of handling various changes in 
face images. However, the variations in the same-face 
photographs brought on by lighting and viewing angle are 
virtually always more significant than those brought on by 
variations in the face's identity [4]. This raises two questions 
related to face recognition. How can facial features be 
extracted when a face's image changes due to changes in 
illumination, angle of view, and expression? How can we 
select useful features that can manage all potential 
alterations to categorise the brand-new face images? 

Conventional face recognition methods are based on 
geometric features [5]. Usually, the facial features such as 
eyes, nose, mouth, and chin are involved [6][7][8]. These 
methods have two advantages; efficiently reduces the 
number of features, and insensitive to changes in lighting 
and viewing angle. Unfortunately, these methods rely 
heavily on existing feature extraction algorithms that are not 
reliable [9].  

Relying on a good theoretical foundation and 
sophisticated solving procedure, Support Vector Machine 
(SVM) has achieved good results in the field of face 
recognition [10]. For example, [11] has proposed 
SVM-based algorithm for face recognition application and 
the accuracy has achieved 97% on the FERET dataset. [12] 
used eigenfaces to extract features, and then performed face 
recognition using linear SVM and binary tree classification, 
which has achieved an average accuracy of 97% on the ORL 
dataset. [13] has presented a local face recognition algorithm 
which is based on facial features. The facial components are 
initially located, their features are extracted, and then they 
are combined into a single eigenvector, which is 
subsequently subjected to a final SVM classification. The 
performance of SVMs is influenced by the kernel function, 
despite the increased accuracy of face recognition with the 
aforementioned techniques. Choosing the right kernel 
function might be challenging because they typically 
produce varied results.  

The Convolutional Neural Networks (CNNs) are a type of 
neural networks, whose effectiveness has been proven in the 
fields of image recognition and classification [14][15][16]. 
CNNs, which take into consideration the two-dimensional 
structure of images and adopt the weight sharing and local 
receptive field strategies, obtain learnable functions by 
combining several linear and nonlinear operators [17][18]. 
The hidden layer in a CNN can be regarded as the mapping 
of original input into different dimensional spaces. By 
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mapping face data from low to high-dimensional spaces, 
features used for recognising faces can be learned [19]. With 
good feature extraction ability, the CNN was able to achieve 
remarkable results in the face recognition field [20][21][22]. 
Although CNNs are efficient in processing face data, they 
cannot effectively remove irrelevant features. Hence, a 
method for filtering features in convolution layer is needed 
to find the most appropriate feature location for face 
recognition, thereby achieving effective recognition of face 
data. 

The use of CNNs allows automatic extraction of face 
image features, which avoids the selection of kernel 
function. However, the feature information in images not 
only contains content needing recognition, but also includes 
content that is detrimental to image classification, such as 
background and noise. Hence, accurately distinguishing the 
content from images is particularly important. The Attention 
Mechanism (AM) addresses this issue by [23][24][25] has 
enabled the model to focus on the information needing 
recognition in images while reducing information that plays 
a minor role in image recognition. During face recognition, 
AM helps the model emphasise the distinguishable parts of 
face, such as human eyes, nose, and mouth, so that it can 
extract more distinguishing features to improve the 
recognition accuracy. Among the Attention methods, the 
Bottleneck Attention (BA) is an effective one. It first infers 
an intermediate feature map in both the channel and spatial 
branches, and then combines these two feature maps to get 
the attention map. Using this approach, it can generate a 
hierarchical attention at bottlenecks [26]. 

Based on the foregoing analysis, this study proposes a 
Deep Convolutional Support Vector Machine with Bottleneck 
Attention Module (DCSVM-BAM). This method initially 
uses the attention-based CNN to filter the facial features and 
extracts the useful features for face recognition. Then, SVM is 
used to recognise the filtered features, followed by a final 
optimisation of the entire method using mini-batch gradient 
descent. When compared to conventional methods, the 
proposed method can retain as many distinguishing features 
as possible while removing features that are unnecessary for 
face recognition. Moreover, SVM has enabled more effective 
classification of these features, thereby improving the 
accuracy of face recognition. 

The rest of this paper is organised as follows. In Section II, 
we describe CNN, SVM, and the Bottleneck Attention 
Module (BAM). The DCSVM-BAM and its learning 
algorithm are explained in Section III. The experimental data 
are presented and discussed in Section IV. Section V makes 
conclusions of the writing. 

II. RELATED WORKS 
Three types of models, namely CNN, SVM and BAM 

works are discussed. 

A. Convolutional Neural Networks 
CNN, proposed by [27], is a special type of neural 

network used in image recognition. It is made up of multiple 
neurons that process input, use learnable weights and biases 
to different picture features, and perform convolutional 
operations [28]. A standard CNN architecture generally 
comprises of convolution, pooling, nonlinear and fully 
connected layers [29]. Convolution layers are responsible 
for implementing the core building blocks of CNNs, which 
perform most of the computationally heavy tasks. Their 
main objective is to extract features from the input image 
data. Convolution maintains the inter-pixel spatial 
relationship by getting the features from small sizes of input 
images. Usually, we convolve the input image with a group 
of learnable neurons, thereby producing a feature mapping 
or activation mapping in the output image. Afterward, the 
feature mapping is fed into the next convolution layer as 
input data. Although the pooling layer reduces the 
dimensionality of each feature map, it still contains the most 
important information. This layer achieves both better 
generalisation and faster convergence, as well as good 
robustness to translation and distortion, which is usually 
placed between convolution layers. CNN allows a choice of 
whether a nonlinear layer is added after each convolution 
layer for nonlinear operation. The nonlinear layer 
implements an element-by-element operation, signifying 
that it operates on a pixel-by-pixel basis. It aims to add 
nonlinear operations for adapting to more complex 
scenarios. Meanwhile, the fully connected layer achieves the 
classification function by classifying high-dimensional 
features into various classes.

 
Fig. 1.  The structure of generic CNN model. It shows general CNN structure that consists of input image data, convolution layers, activation function 
layers, such as the nonlinear layer, pooling layer, fully connected layer, and the output class. The input is subjected to convolution operation to extract 
features, and then nonlinear factors are added through the activation function, so that the model can handle nonlinear problems. Afterwards, important 
feature information is retained through the pooling layer, and the dimensionality is reduced. The input of the final fully connected layer comes from 
the previous expansion of feature maps, and the classified classes are obtained through the output of this step. 
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B. Support Vector Machine 
SVM was proposed by [30], based on the Vapnik–

Chervonenkis (VC) dimension theory and the structural risk 
minimisation principle [31]. A SVM can perform very well 
in solving nonlinear and high dimensional pattern 
recognition problems. This powerful method has been 
widely applied in a diversity of fields, such as image 
retrieval [32], character recognition [33], object recognition 
[34], etc. 

Compared to other types of classifiers, the SVM is 
considered a machine learning classifier that performs well 
in high-dimensional spaces. The main idea behind using 
SVM is to find the optimal hyperplane separating the feature 
space with a supervised learning algorithm [35]. The SVM 
can generate a high-dimensional space during training, in 
order to classify the training dataset into different classes. 
Although SVM was originally developed for dichotomous 
classification, it can be easily extended to multiclass 
classification problems. This is achieved by dividing a 
multiclass problem into multiple dichotomous problems 
where the outputs of all sub-binary classifiers are combined 
to generate the predicted classification of samples. In 
multiclass SVM, there are two main methods. The first 
method is called "one against one" [36], which involves 
creating a classifier for each pair of classes and combining 
binary classifiers by selecting the class with the most votes 
to form a multiclass classifier. Thus, the n(n-1)/2 binary 
SVM classifiers are required, each of which is trained on 
two samples of corresponding categories. The second 
method is called "one against all" [37], which takes into 
consideration all data classes in one optimisation problem. 

 
Fig. 2.  The structure of SVM model. The cross symbols represent the 
negative classes, the dots represent the positive classes, and the straight-line 
segment indicates the separating hyperplane used to classify data into two 
classes. The dotted lines indicate the margin boundary of the SVM, 
whereas Margin represents the distance between the two imaginary lines. 
The soft-margin SVM allows a few sample points to be within the margin. 
 

SVM is a dichotomous model. Its learning objective is to 
find the hyperplane with the largest margin in the feature 
space, and divide the data into two classes, i.e., positive and 
negative classes. The original SVM model is a quadratic 
optimisation problem. Given a training dataset as  

 
𝑆𝑆 = {(𝑥𝑥𝑙𝑙 ,𝑦𝑦𝑙𝑙)|𝑥𝑥𝑙𝑙 ∈ 𝑅𝑅𝑝𝑝,𝑦𝑦𝑙𝑙 ∈ {+1,−1}, 1 ≤ 𝑙𝑙 ≤ 𝑁𝑁} (1) 

where S stands for the training set, xl is the l-th training 
sample, and yl is its label, R represents the sample space, 
and N means the number of samples. 

The hyperplane is defined as Wx+b=0, where W is a 
vector of parameters and b represents the bias parameter. 
The hard-margin maximisation kernel-free learning SVM is 
described as follows  
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Further, the linear loss soft-margin SVM can be defined as:  

2

, 1

1min || ||
2

. . ( ) 1 , 0 1

N

l
l l

C

s t y l N

ξ

ξ ξ
=

+

+ ≥ − ≥ ≤ ≤

∑
，

  

   

W b
W

Wx b
 (3) 

where ξ denotes the non-negative slack variable, and C 
denotes the penalty factor. 

Similarly, the quadratic loss soft-margin model of SVM 
can be expressed as:  
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It can be easily proven that the quadratic loss soft-margin 
of SVM is equivalent to the following unconstrained 
minimisation problem:  

min
𝑤𝑤,𝑏𝑏

1
2
‖𝑾𝑾‖2 + 𝐶𝐶�[𝑚𝑚𝑚𝑚𝑥𝑥(1 − 𝑦𝑦𝑙𝑙(𝐖𝐖𝑥𝑥𝑙𝑙 + 𝒃𝒃), 0)]2

𝑁𝑁

𝑙𝑙=1

. (5) 

C. Bottleneck Attention Mechanism 
AM originates from the study of human vision and 

applies greater weight of attention to the more interesting 
aspects of features. It is initially used in machine translation, 
and some studies show that it has been used successfully in 
various fields including natural language processing, 
statistical learning, speech, computer vision, etc [38,39,40]. 
In face recognition tasks, AM helps the model emphasise on 
the distinguishable parts of face, so that it can extract more 
distinguishing features to improve the recognition 
accuracy. Among the AM, the BAM is an effective one. 
BAM was proposed by [26]. It is a simple and effective 
attention model, which can be integrated with any CNNs 
and can be placed at every bottleneck of models where the 
down-sampling of feature maps occurs. The structure of 
BAM model is depicted in Fig. 3.  

Based on Fig. 3, the channel attention generates a channel 
attention map 𝑀𝑀𝐶𝐶(𝐹𝐹) ∈ ℝ𝐶𝐶 , where F represents an 
intermediate feature map as input. To extract the specific 
facial features contained in each channel, the interrelation 
between various channels is exploited. Through the global 
average pooling of feature map , where C 
means the number of channels, H and W respectively 
represent the height and width of F, the feature maps in each 
channel are aggregated and the channel vector  

is generated. This vector soft-encodes the 
global information in each channel. In this study, a 
multilayer perceptron with a single hidden layer is used to 
calculate the attention between channels from the channel 
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vector 𝐹𝐹𝐶𝐶 . To save parameter overhead, the hidden 
activation size is set to , where r denotes the 
reduction rate. A batch normalization (BN) layer [31] is 
added after the multilayer perceptron (MLP) to adjust the 
proportion of spatial branch output. The channel attention is 
calculated using formula shown in (6).  

𝑀𝑀𝑐𝑐(𝐹𝐹) = 𝐵𝐵𝑁𝑁�𝑀𝑀𝑀𝑀𝑀𝑀�𝐴𝐴𝐴𝐴𝐴𝐴𝑀𝑀𝐴𝐴𝐴𝐴𝑙𝑙(𝐹𝐹)��
= 𝐵𝐵𝑁𝑁(𝑊𝑊1(𝑊𝑊0𝐴𝐴𝐴𝐴𝐴𝐴𝑀𝑀𝐴𝐴𝐴𝐴𝑙𝑙(𝐹𝐹) + 𝑏𝑏0) + 𝑏𝑏1) (6)

 

where 𝑊𝑊0 ∈ 𝑅𝑅𝐶𝐶/𝑟𝑟×𝐶𝐶 ,𝑊𝑊1 ∈ 𝑅𝑅𝐶𝐶×𝐶𝐶/𝑟𝑟 and 𝑏𝑏0 ∈ 𝑅𝑅𝐶𝐶/𝑟𝑟 , 𝑏𝑏1 ∈ 𝑅𝑅𝐶𝐶  
respectively denote the weights and biases of 
single-hidden-layer multilayer perceptron. 

The attention part of spatial channel generates a spatial 
attention map , which enhances or inhibits 
the features at different spatial positions. Extensive literature 
has demonstrated that the utilisation of contextual 
information is crucial to identifying spatial locations 
[41][42][43]. The receptive field is efficiently expanded 
through hole convolution [37]. The "bottleneck architecture" 
proposed by ResNet [15] is adopted for spatial branches, 
which saves not only the number of parameters, but also the 
computational overhead. Specifically, 1×1 convolution is 
performed on the feature map  to reduce the 
dimensionality to . For the sake of simplicity, 
the reduction rate r used in the spatial attention part is 
consistent with the channel attention part. Next, the context 
information is effectively utilised through two 3×3 dilated 
convolutions. As a last step, 1×1 convolution is used to 
again transform the feature into a spatial attention feature 
map with , followed by addition of a BN layer. In 
brief, the computational formula for spatial attention is 
shown as in (7). 

𝑀𝑀𝑠𝑠(𝐹𝐹) = 𝐵𝐵𝑁𝑁�𝑓𝑓31×1 �𝑓𝑓23×3 �𝑓𝑓13×3�𝑓𝑓01×1(𝐹𝐹)���� (7) 

where f means convolution operation, 1 × 1 denotes filter 
size, and so on. 

Finally, the channel attention is combined with the spatial 
attention. After adjusting the outputs of channel and spatial 
attention mechanisms to the input feature map size, the 
attention part with the sigmoid function on the output 

activation is then obtained. The computational formula for 
final output refined feature map 𝐹𝐹′ is as follows:  
 

𝐹𝐹′ = 𝐹𝐹 + 𝐹𝐹 ⊗𝑀𝑀(𝐹𝐹) (8) 
 

𝑀𝑀(𝐹𝐹) = 𝜎𝜎�𝑀𝑀𝑐𝑐(𝐹𝐹) + 𝑀𝑀𝑠𝑠(𝐹𝐹)� (9) 
 
where ⊗ stand for element-wise multiplication, σ means 
a sigmoid function. 

III. THE PROPOSED DCSVM-BAM 
This section describes the architecture of DCSVM-BAM 

and its objective function. 

A. The DCSVM-BAM Architecture 
The DCSVM-BAM encompasses two modules: feature 

extraction and feature classification. The first module consists 
of five learnable layers and two BAM modules. The five 
learnable layers are made up of three convolution layers (C1, 
C4, and C7) and two fully connected layers (F9 and F10). A 
maximum pooling layer is added after each convolution layer. 
The two BAM modules are placed at the bottleneck of the 
model, including channel attention and spatial attention. The 
channel attention aggregates the feature maps in each channel 
by global average pooling first, and then learns the attention 
between channels with single-hidden-layer multilayer 
perceptron. The spatial attention effectively learns the spatial 
information based on contextual information by enhancing 
and inhibiting the features at different positions in the feature 
maps. The classification module classifies the output of 
feature extraction module via a SVM classifier. The activation 
function used in this study is ReLU. Fig. 4 shows the overall 
architecture of DCSVM-BAM. 

It can be seen from Fig. 4 that the first hidden layer of the 
model is convolutional, with 32 kernels, each of which has a 
size of 5×5 and a step count of 1. The second hidden layer 
uses the BAM, which filters the output feature maps of the 
first layer in both channel and spatial terms. The third 
hidden layer is a maximum pooling layer, whose pooling 
kernel size is 2×2, and step size 2. After processing the 
maximum pooling layer, the length and width of feature 
maps become half of the original. The fourth hidden layer is 
convolutional. 
 

 
Fig. 3.  The structure of BAM model [26]. It depicts the structure of generic BAM. Given the input tensor F, the model generates an attention map 
M(F) through the channel attention map Mc(F) and the spatial attention map Ms(F). The final output refined feature map is calculated according to 
formula (8). In addition, there are two hyper-parameters in the model: dilation value d and reduction ratio r which respectively control the sizes of 
receptive fields and the capacity and overhead of the model.  

IAENG International Journal of Computer Science, 49:4, IJCS_49_4_31

Volume 49, Issue 4: December 2022

 
______________________________________________________________________________________ 



 

As in the first layer, 32 kernels are used, each of which has 
a size of 5×5 and a step stride of 1. The fifth hidden layer is a 
BAM layer, which filters the features of feature maps output 
by the fourth hidden layer. The sixth hidden layer is a 
maximum pooling layer, where 2×2 pooling kernels with a 
step stride of 2 are used as in the case of the third hidden 
layer. The seventh hidden layer is convolutional, with 32 
kernels, each of which has a size of 1×1 and a step stride of 1. 
The eighth hidden layer is a maximum pooling layer, which 
has the same configuration as the previous ones. The 
nonlinear activation function used after each convolution 
layer is ReLU. After expanding the feature maps obtained in 
this layer, the neurons are randomly discarded with a 
probability of 0.5, and the subsequent output is used as the 
input of the next layer. The ninth hidden layer is a fully 
connected layer, which maps the 3200-dimensional 
eigenvector to a 120-dimensional eigenvector. The tenth 
hidden layer is also a fully connected layer, which further 
maps the eigenvector of the previous layer to an 
84-dimensional eigenvector. The last hidden layer is the SVM 
layer, which classifies the previously extracted eigenvectors 
via SVM, and uses the classification result as the final output. 
DCSVM-BAM optimises the feature extraction and 
classification modules by mini-batch stochastic gradient 
descent. Table I presents the configuration information of 
DCSVM-BAM. 

B. Objective Function of DCSVM-BAM 
The objective function used by the DCSVM-BAM model 

is based on (3). Its unconstrained form is as in (10). Where 
C stands for the SVM penalty factor, 𝑙𝑙 denotes the sample 
serial number, N is the total number of samples, 𝑦𝑦𝑙𝑙  is the 

true label of the 𝑙𝑙th sample, 𝐴𝐴𝑙𝑙 is the feature extracted after 
input model operation, and W, 𝑏𝑏 respectively represent the 
weight and bias of SVM. 

IV. EXPERIMENTAL SETTINGS 

A. Datasets 
In this experiment, we used 8 face datasets comprising of 

ORL, Faces94, Grimace, Jaffe, Asian, Hispanic, Black, and 
Multiracial. The ORL Database of Faces (ORL) [44] 
contains 40 distinct individuals comprising of 10 different 
images for each individual taken at different time with 
variation in lighting, facial expressions (open/closed eyes, 
smiling/not smiling) and facial details (glasses/no glasses). 
All the images have a dark homogeneous background, and 
the subjects are photographed in an upright, frontal position 
(with tolerance for some side movement). 

The Face Recognition Data from the University of Essex 
[45], is made up of 20 different images of 395 male and 
female various racial origins. These individuals are mainly 
first year undergraduate students between 18-20 years old. 
These images also contain individuals who are wearing 
glasses and with beards. The data is held in four directories. 
In this work we used the datasets from two directories 
(Faces94 and Grimace).  

We obtained 213 images of 7 facial expressions from 10 
Japanese female models from the Japanese Female Facial 
Expression (JAFFE) Database [46]. Each class contains at 
least 20 images. Where the images were greater than 20 in 
number, only 20 of them were randomly selected for the 
JAFFE dataset. 

𝑀𝑀𝐴𝐴𝐿𝐿𝐿𝐿 = 𝐶𝐶�[𝑚𝑚𝑚𝑚𝑥𝑥( 1 − 𝑦𝑦𝑙𝑙(𝑊𝑊𝐴𝐴𝑙𝑙 + 𝑏𝑏), 0)]2
𝑁𝑁

𝑙𝑙=1

+
1
2
∥ 𝑊𝑊 ∥2 (10) 

 

 
Fig. 4.  Structure of the proposed DCSVM-BAM. As illustrated, the model includes three convolution layers (C1, C4, and C7), two fully connected 
layers (F9 and F10) and three max pooling layers (S3, S6, and S8). The two BAMs (B2 and B5) are placed at the bottleneck of the model. Multiple 
BAMs construct a hierarchical attention and gradually focus on the exact target which is a high-level semantic. The last layer is the SVM layer, which 
is used to recognize the filtered features. 

TABLE I 
CONFIGURATION OF THE PROPOSED DCSVMBAM 

Name of layer Description of layer Kernel_size Stride Kernel_num Output_size 
Input Input    92×92 
C1 Convolution 5×5 1 32 88×88×32 
B2 BAM    88×88×32 
S3 Max pooling 2×2 2  44×44×32 
C4 Convolution 5×5 1 32 40×40×32 
B5 BAM    40×40×32 
S6 Max pooling 2×2 2  20×20×32 
C7 Convolution 1×1 1 32 20×20×32 
S8 Max pooling 2×2 2  10×10×32 
F9 Full connected    120 
F10 Full connected    84 
Output SVM Output    Number of classes 
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The remaining four datasets were obtained from The 
CNBC Face Database [47] which includes Caucasian, 
Asian, Hispanic, Black, and Multiracial Folders. The CNBC 
Face Database contains multiple images for more than 200 
distinct subjects of many different ethnicities. These images 
were taken with consistent lighting, multiple views, facial 
expressions, and disguises. Individuals had varying numbers 
of images, and those with less than 20 images were not 
considered. For the remaining individuals, 20 images were 
reserved per person to maintain the same standard across all 
the datasets except the ORL. 

These images were resized to a fixed resolution of 92×92. 
In addition, we did not perform any further pre-processing 
to these images, aside from subtracting the mean and 
dividing by the standard deviation over the training set from 
each pixel. This essentially means that the network was 
trained using the original values of the pixels. 

The eight standard datasets did not provide any 
recommendation for splitting the data between training set 
and validation set (test set). In this experiment, we divided 
the training and validation sets at a ratio of 8:2. Table II 
provides the detailed information of these datasets whilst 
Fig. 5 displays some sample images from the eight datasets. 

B. Parameter Setting 
In this experiment, we compared the performance of 

DCSVM-BAM with three models of CKMSVM, CNN and 
SVM. CKMSVM is similar to DCSVM-BAM but without 
the Bottleneck Attention Module, CNN is the convolutional 
neural network, and the SVM model uses Support Vector 
Machine. We used recognition accuracy to measure the 
performance of the four models. The recognition accuracy is 
the percentage of the number of correctly classified samples 
in the total number of samples.  

Regularisation term is an important way to reduce 
overfitting [48], and we employed L2 regularisation in the 
experiments. Through validation on the ORL dataset, weight 
decay (regularization coefficient) was set to 0.001 from the 
candidate set {10k|k=-2, -3, -4, -5}. 

Another approach to reduce overfitting is by using 
dropout. Dropout removes some of the hidden units with a 
certain probability and prevents complex co-adaptation 
between hidden units. [49]. According to [49], dropout 
regularisation can be added after the last pooling layer 
where each hidden unit is omitted with a default probability 
of 0.5. This approach could effectively prevent overfitting 
the model. The learning rate of neural network is increased 
using momentum-based technique. This method helps the 
optimisation process retain speed in flat regions of the loss 
surface and avoid local optima. A momentum of 0.9 is a 
typical setting of this meta-parameter and is used in this 
experiment [50]. 

We set different candidate sets for the different datasets 
according to the number of samples. Specifically, {8, 16, 
32} was used for ORL, Faces94, Asian and Black; {4, 8, 
16} was used for Grimace, Hispanic and Multiracial; and 
{2, 4, 8} was used for Jaffe. Learning rate is often the single 
most important hyperparameter [50]. In this experiment, the 
candidate set of Learning rate (lr) was {lr=i×10k|i=1,3,5,7,9, 
k=-1, -2, -3}, and lr∈[0.001,0.1]. Using cross validation, the 
optimal combination of mini-batch size and learning rate 
was selected on each dataset. 

When validating the ORL dataset, Margin, the hint loss 
parameter of CKMSVM, was set to 1 from the candidate set 
{2k|k=-3, -2, -1, 0, 1, 2, 3, 4, 5}. The C parameter of SVM 
was selected from the candidate set {2k|k=-6, -5, -4, -3, -2, 
-1, 0, 1, 2, 3, 4, 5}. Table III lists the final hyperparameter 
settings for the four models. 

TABLE II 
DATASETS USED IN THE EXPERIMENT 

No. Datasets The size of per 
image 

Total number of 
individuals 

Number of images per 
individual 

Number of 
training samples 

Number of testing 
samples 

1 ORL 92×112 40 10 280 120 
2 Faces94 180×200 152 20 2432 608 
3 Grimace 180×200 18 20 288 72 
4 Jaffe 256×256 10 20 160 40 
5 Asian 250×250 53 20 848 212 
6 Hispanic 250×250 19 20 304 76 
7 Black 250×250 33 20 528 132 
8 Multiracial 250×250 20 20 320 80 

 

    
(a) ORL                   (b) Faces94                      (c) Grimace                      (d) Jaffe 

    
(e) Asian                       (f) Hispanic                       (g) Black                       (h) Multiracial 

Fig. 5.  Some sample images from the eight datasets. The above images are respectively from the eight face datasets comprising of ORL, Faces94, 
Grimace, Jaffe, Asian, Hispanic, Black, and Multiracial. Only two images of one individual from each dataset are shown.  
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V. RESULTS AND DISCUSSIONS 

A. Performance Comparisons of DCSVM-BAM with 
CKMSVM, CNN and SVM on Face Recognition 
Using the hyperparameters obtained through cross 

validation in the previous section, this subsection reports on 
the performance of the four models using the eight face 
recognition datasets. In addition to accuracy, the evaluation 
metrics also include precision, recall, specificity, FPR, and 
F1_measure. The calculational formulas for the indexes are 
as follows:  

𝑚𝑚𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑚𝑚𝑎𝑎𝑦𝑦 =
𝑇𝑇𝑀𝑀 + 𝑇𝑇𝑁𝑁

𝑇𝑇𝑀𝑀 + 𝐹𝐹𝑀𝑀 + 𝑇𝑇𝑁𝑁 + 𝐹𝐹𝑁𝑁
× 100% (11) 

𝑝𝑝𝑎𝑎𝑟𝑟𝑎𝑎𝑟𝑟𝐿𝐿𝑟𝑟𝐴𝐴𝑟𝑟 =
𝑇𝑇𝑀𝑀

𝑇𝑇𝑀𝑀 + 𝐹𝐹𝑀𝑀
× 100% (12) 

𝑎𝑎𝑟𝑟𝑎𝑎𝑚𝑚𝑙𝑙𝑙𝑙 =
𝑇𝑇𝑀𝑀

𝑇𝑇𝑀𝑀 + 𝐹𝐹𝑁𝑁
× 100% (13) 

𝐿𝐿𝑝𝑝𝑟𝑟𝑎𝑎𝑟𝑟𝑓𝑓𝑟𝑟𝑎𝑎𝑟𝑟𝑠𝑠𝑦𝑦 =
𝑇𝑇𝑁𝑁

𝑇𝑇𝑁𝑁 + 𝐹𝐹𝑀𝑀
× 100% (14) 

𝐹𝐹𝑀𝑀𝑅𝑅 =
𝐹𝐹𝑀𝑀

𝑇𝑇𝑁𝑁 + 𝐹𝐹𝑀𝑀
× 100% (15) 

𝐹𝐹1_𝑚𝑚𝑟𝑟𝑚𝑚𝐿𝐿𝑎𝑎𝑎𝑎𝑟𝑟 =
2 × 𝑝𝑝𝑎𝑎𝑟𝑟𝑎𝑎𝑟𝑟𝐿𝐿𝑟𝑟𝐴𝐴𝑟𝑟 × 𝑎𝑎𝑟𝑟𝑎𝑎𝑚𝑚𝑙𝑙𝑙𝑙
𝑝𝑝𝑎𝑎𝑟𝑟𝑎𝑎𝑟𝑟𝐿𝐿𝑟𝑟𝐴𝐴𝑟𝑟 + 𝑎𝑎𝑟𝑟𝑎𝑎𝑚𝑚𝑙𝑙𝑙𝑙

(16) 

where TP (True Positive) means the number of positive 
samples correctly identified as positive, TN (True Negative) 
means the number of negative samples correctly identified 
as negative, FP (False Positive) means the number of 
negative samples incorrectly identified as positive, and FN 
(False Negative) means the number of positive samples 

incorrectly identified as negative. Table IV and Table V 
show the experimental results.  

Based on Table IV and Table V, several observations can 
be made: 

(1) The accuracy, precision and recall of DCSVM-BAM 
were higher than CKMSVM on seven datasets. 
DCSVM-BAM showed a relative improvement of 
0.1%-4.67% on the seven datasets over CKMSVM. The 
specificity, FPR and F1_measure of DCSVM-BAM were 
better than CKMSVM on six datasets.  

(2) The DCSVM-BAM achieved better results than 
CNN on five datasets. The accuracy, precision and recall of 
DCSVM-BAM showed a great improvement of 7.47%, 
5.8%, and 7.57% on the Black dataset over CNN. 

The DCSVM-BAM achieved better results than SVM on 
six datasets except ORL and Faces94 datasets. The 
accuracy, precision and recall of DCSVM-BAM showed a 
remarkable improvement of 13.5%, 19.15%, and 13.5% on 
the Multiracial dataset over SVM. 

 

TABLE IV 
COMPARISON OF THE DIFFERENT MODELS BASED ON ACCURACY 

Datasets DCSVM-BAM CKMSVM CNN SVM 
ORL 98.00 96.00 98.87 98.63 
Faces94 99.90 99.77 99.90 100 
Grimace 100 100 100 99.72 
Jaffe 100 99.5 99.75 99.50 
Asian 70.99 66.32 66.70 61.84 
Hispanic 74.61 72.50 72.23 65.92 
Black 82.85 81.06 75.38 71.74 
Multiracial 75.63 73.37 71.12 62.13 

 

TABLE V 
COMPARISON OF THE DIFFERENT MODELS BASED ON PRECISION, RECALL, SPECIFICITY, FPR, AND F1_MEASURE 

Datasets Precision Recall Specificity FPR F1_measure 

ORL 98.21/96.79/99.04/98.63 98.00/96.00/98.87/98.63 99.95/99.90/99.97/99.97 0.05/0.10/0.03/0.03 0.98/0.96/0.98/0.98 

Faces94 99.93/99.83/99.93/100.00 99.90/99.77/99.90/100.00 99.99/99.99/99.99/100.00 0.00/0.00/0.00/0.00 0.99/0.99/0.99/1.00 

Grimace 100.00/100.00/100.00/99.72 100.00/100.00/100.00/99.72 100.00/100.00/100.00/99.97 0.00/0.00/0.00/0.02 1.00/1.00/1.00/0.99 

Jaffe 100.00/99.6/99.8/99.50 100.00/99.5/99.75/99.50 100.00/99.94/99.97/99.90 0.00/0.05/0.02/0.09 1.00/0.99/0.99/0.99 

Asian 75.22/70.93/72.22/61.84 70.90/66.32/66.70/61.84 99.43/99.34/99.35/98.62 0.56/0.65/0.64/0.71 0.70/0.66/0.66/0.62 

Hispanic 80.10/77.11/78.95/65.92 74.61/72.5/72.23/65.92 98.50/98.46/98.44/97.13 1.41/1.50/1.50/1.62 0.74/0.72/0.72/0.66 

Black 86.01/85.71/80.21/71.74 82.95/81.06/75.38/71.74 99.46/99.40/99.22/99.16 0.53/0.59/0.77/0.80 0.83/0.81/0.75/0.71 

Multiracial 81.28/78.69/77.03/62.13 75.63/73.37/71.12/62.13 98.73/98.61/98.49/98.16 1.27/1.39/1.51/1.74 0.75/0.73/0.70/0.62 

The table displays the index values of the four models in terms of precision, recall, specificity, FPR, and F1_measure, where the four models are 
DCSVM-BAM, CKMSVM, CNN and SVM respectively, the index values of four models are separated by “/” in sequence. 

TABLE III 
HYPER-PARAMETERS VALUES 

Datasets 

SVM CNN CKMSVM DCSVM-BAM 

momentum Weigh 
decay Dropout 

C 
Mini- 
batch 
size 

Learning 
rate 

Mini- 
batch 
size 

Learning 
rate Margin 

Mini- 
batch 
size 

Learning 
rate Margin 

ORL 2 8 0.003 32 0.003 

1 

32 0.003 

1 0.9 0.001 0.5 

Faces94 0.5 32 0.005 8 0.001 8 0.001 
Grimace 0.25 16 0.001 16 0.001 4 0.001 
Jaffe 1 8 0.001 4 0.001 4 0.001 
Asian 8 8 0.001 16 0.001 16 0.001 
Hispanic 4 8 0.003 16 0.001 8 0.007 
Black 8 16 0.001 16 0.001 8 0.003 
Multiracial 8 16 0.007 8 0.001 16 0.007 
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(3) All the index values of DCSVM-BAM were better 
than CKMSVM, CNN and SVM on five datasets (Jaffe, 
Asian, Hispanic, Black, and Multiracial). 

In summary, DCSVM-BAM first used a CNN with BAM 
to extract features, and then used soft-margin SVM to 
classify the features, which attained superior results to 
CKMSVM, CNN and SVM. There are two reasons for this. 
Firstly, the proposed DCSVM-BAM maps the input to the 
higher dimensional, and thus allows the kernel mapping to 
find a more appropriate space to classify. Secondly, the 
BAM was able to construct the attention map from both the 
channel and spatial branches, and in turn generating more 
discriminative features, which were useful for classifying 
the images. 

B. The Effect of Learning Rate on DCSVM-BAM 
This subsection explores how the batch size and learning 

rate affect the classification accuracy of the CNN and 
DCSVM-BAM models. In this experiment, only one of the 
datasets, the ORL, was used for discussion, and the number 
of training rounds was set to 50. The batch size was selected 
from {8, 16, 32}, whereas the learning rate was selected 
from {lr=i × 10k|i=1,3,5,7,9, k=-1, -2, -3}, and lr∈ 
[0.001,0.1]. Tables VI and VII and Figs. 6-7 display the 
final experimental result. 

 
TABLE VI 

TEST ACCURACY OF CNN WITH DIFFERENT BATCH SIZES AND LEARNING 
RATES 

Learning Rates Different Batch Sizes 

 8 16 32 
0.001 95.00 31.25 97.50 
0.003 98.75 96.25 98.75 
0.005 98.78 97.50 98.75 
0.007 96.25 97.50 96.25 
0.009 98.75 97.50 90.00 
0.010 98.75 98.75 90.00 
0.030 47.50 83.75 25.00 
0.050 55.00 36.25 6.25 
0.070 26.25 20.00 7.50 
0.090 13.75 16.25 3.75 
0.100 16.25 12.50 5.00 

 
TABLE VII 

TEST ACCURACY OF DCSVM-BAM WITH DIFFERENT BATCH SIZES AND 
LEARNING RATES 

Learning Rates Different Batch Sizes 

 8 16 32 
0.001 96.25 93.75 98.75 
0.003 97.50 97.50 100.00 
0.005 98.75 98.75 98.75 
0.007 97.50 97.50 97.50 
0.009 98.75 98.75 98.75 
0.010 97.50 97.50 97.50 
0.030 95.00 97.50 20.00 
0.050 62.50 97.50 7.50 
0.070 83.75 17.50 2.50 
0.090 2.50 13.75 2.50 
0.100 3.75 8.75 2.50 

 

 

 
 

Based on these results, several observations can be made: 
(1) When the batch size was 8, 16 and 32, the overall test 

accuracy of CNN model on the ORL dataset tended to 
increase first, then fluctuate stably, and eventually decreased 
as the learning rate increased from 0.001 to 0.1. In Fig. 6, 
with the increase of learning rate from 0.001 to 0.1 and of 
batch size from 8 to 32, the test accuracy fluctuated sharply, 
indicating that the model had a low tolerance for the batch 
size. The test accuracy was stable at a learning rate range of 
0.003–0.007, so the batch size and learning rate were 
selected corresponding to this range. Hence, the batch size 
was set to 8, and the learning rate was set to 0.001. 

(2) When the batch size was 8, 16 and 32, the test 
accuracy trend of DCSVM-BAM model on the ORL dataset 
was identical to that of CNN as the learning rate increased 
from 0.001 to 0.1. Based on Fig. 7, with the increase of 
learning rate from 0.001 to 0.1 and batch size from 8 to 32, 
the test accuracy fluctuated mildly, and the DCSVM-BAM 
had a higher tolerance for the batch size than the CNN 
model. Additionally, when the learning rate ranged between 
0.003–0.01, the test accuracy was stable, showing a larger 

 
Fig. 6.  Test accuracy of CNN. Only the ORL dataset was used in this 
experiment. The vertical axis is test accuracy, and the horizontal axis is 
learning rate. The batch size was set to 8, 16, and 32 respectively. 
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Fig. 7.  Test accuracy of DCSVM-BAM. Only the ORL dataset was 
used in this experiment. The vertical axis is test accuracy, and the 
horizontal axis is learning rate. The batch size was set to 8, 16, and 32 
respectively. 
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stable range than the CNN model. It is suggested that the 
DCSVM-BAM has a higher tolerance for the learning rate 
than the CNN. The batch size and learning rate were 
selected corresponding to the above range. The batch size 
was finalised to 32, and the learning rate was set to 0.003. 

C. The Effect of Number of Hidden Layers on 
DCSVM-BAM 

This subsection analyses how the number of hidden layers 
affects the accuracy of DCSVM-BAM model. The number 
of hidden layers refers to the number of convolution layers. 
The number of hidden layers was selected from {2,3,4}, 
which respectively correspond to DCSVM-BAM2, 
DCSVM-BAM, and DCSVM-BAM4. Table VIII and Fig. 8 
display the result. 
 

 
 

The following observations are made based on Table VIII 
and Fig. 8. 

(1) As the number of hidden layers increased from 2 to 
3, the test accuracy of DCSVM-BAM was higher than 
DCSVM-BAM2 on seven face recognition datasets, 
especially on four datasets (Asian, Hispanic, Black, and 
Multiracial), with an improvement of 5.8%, 5.53%, 3.46%, 
and 3.13%, respectively. This suggests that the increase in 
the number of hidden layers from 2 to 3 led to improved 
classification performance of the DCSVM-BAM model. 

(2) As the number of hidden layers increased from 3 to 
4, the test accuracy of DCSVM-BAM4 was lower than 
DCSVM-BAM on seven datasets (ORL, Grimace, Jaffe, 
Asian, Hispanic, Black, and Multiracial), indicating that the 
continuous increase in the number of hidden layers cannot 
always improve the model test accuracy. 

In summary, the DCSVM-BAM model has the optimal 
test accuracy on the eight face recognition datasets when the 
number of hidden layers is 3. 

D. The Effect of Activation Functions on DCSVM-BAM  
This subsection analyses how the activation function affects 
the classification accuracy of DCSVM-BAM. These 
activation functions are ReLU, Softplus and LeakyReLU. 
Table IX and Fig. 9 display the experimental result. 
 

 

 
 

 

 

 

  

TABLE VIII 
THE EFFECT OF THE NUMBER OF HIDDEN LAYERS ON THE ACCURACY 

OF DCSVM-BAM 

Data sets DCSVM- 
BAM 

DCSVM- 
BAM2 

DCSVM- 
BAM4 

ORL 98.00 97.25 97.00 
Faces94 99.90 99.93 99.92 
Grimace 100.00 99.86 99.72 
Jaffe 100.00 99.50 99.50 
Asian 70.99 65.19 67.59 
Hispanic 74.61 69.08 71.18 
Black 82.85 79.39 80.68 
Multiracial 75.63 72.50 64.00 

DCSVM-BAM, DCSVM-BAM2 and DCSVM-BAM4 respectively 
represent models having 3, 2 and 4 hidden layers. 

 
Fig. 8.  The effect of the number of hidden layers on the accuracy of 
DCSVM-BAM. The vertical axis is test accuracy, and the horizontal 
axis represents the datasets. DCSVM-BAM2, DCSVM-BAM, and 
DCSVM-BAM4 signified respectively two, three, and four convolution 
layers were used. 
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TABLE IX 
THE EFFECT OF ACTIVATION FUNCTIONS ON THE ACCURACY OF 

DCSVM-BAM 

Datasets DCSVM 
-BAM 

DCSVM-BAM
_softplus 

DCSVM-BAM 
_leakyrelu 

ORL 98.00 96.63 97.63 
Faces94 99.90 99.87 99.92 
Grimace 100.00 99.86 100.00 
Jaffe 100.00 100.00 100.00 
Asian 70.99 44.01 72.26 
Hispanic 74.61 57.37 74.87 
Black 82.85 78.03 82.50 
Multiracial 75.63 69.00 71.25 
DCSVM-BAM, DCSVM-BAM_softplus and 
DCSVM-BAM_leakyrelu respectively represent models using the 
ReLU, Softplus and LeakyReLU activation functions. 

 
Fig. 9.  The effect of activation functions on the accuracy of 
DCSVM-BAM. The vertical axis is test accuracy, and the horizontal 
axis represents the datasets. DCSVM-BAM, DCSVM-BAM_softplus 
and DCSVM-BAM_leakyrelu respectively represent models using the 
ReLU, Softplus and LeakyReLU activation functions. 
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Based on Table IX and Fig. 9, we can make the following 
analysis: 

(1) The test accuracy of DCSVM-BAM, which used 
Softplus as the activation function, was high on one dataset 
(Jaffe) only, while it was low on the remaining datasets. This 
suggests that Softplus played an inhibiting role in the feature 
transfer process. 

(2) DCSVM-BAM, which used LeakyReLU as the 
activation function, showed high test accuracies on three 
datasets (Face94, Asian, and Hispanic) than DCSVM-BAM, 
as well as equivalent test accuracies to DCSVM-BAM on two 
datasets (Jaffe and Grimace). This seems to indicate that 
LeakyReLU exerted a gain function during the feature 
transfer process. 

E. DCSVM-BAM vs. DeepID on Face Recognition 
DeepID [51] was proposed in 2014 and it has achieved 
outstanding result in face recognition. We have compared 
the proposed DCSVM-BAM with DeepID with same eight 
datasets in order to evaluate the DCSVM-BAM model more 
comprehensively. In addition to accuracy, precision, recall, 
specificity, FPR, and F1_measure, the testing results were 
also compared with number of parameters, and recognition 
time of single image. Table Ⅹ and Table Ⅺ display the 
experimental results.  

 
Based on Table Ⅹ and Table Ⅺ, several observations can 

be made: 
(1) The number of parameters used of DCSVM-BAM 

was significantly less compared to DeepID, about one-fifth 
of that of DeepID. But the recognition time of single image 
of DCSVM-BAM was slightly higher than the DeepID. 

(2) The DCSVM-BAM achieved higher accuracy and 
recall than DeepID on six datasets namely ORL, Faces94, 
Asian, Hispanic, Black, and Multiracial. Then, both 
algorithms achieved 100% accuracy and recall rates for 
Grimace and Jaffe dataset.  

(3) The DCSVM-BAM’s precision performance is higher 
compared to DeepID on Faces94, Asian, Hispanic, Black, and 
Multiracial dataset. Both algorithms have achieved 100% 
precision rate on Grimace and Jaffe datasets. But, the DeepID 
has achieved slightly higher precision result for ORL dataset.  

(4) On specificity, FPR and F1_measure, The 
DCSVM-BAM achieved better results than DeepID on ORL, 

Asian, Hispanic, Black, and Multiracial datasets. They 
achieved same results for Face94, Grimace, and Jaffe dataset. 
 In summary, the proposed DCSVM-BAM achieved better 
results compare to DeepID. Firstly, the DCSVM-BAM maps 
the inputs to the higher dimensional, and thus allows the 
kernel mapping to find a more appropriate space to classify. 
Secondly, the BAM was able to construct the attention map 
from both the channel and spatial branches and in turn 
generating more discriminative features, which were helpful 
for classifying the images. Thirdly, the DCSVM-BAM has a 
shallower and simpler structure than DeepID, which 
involves a smaller number of parameters compared to the 
DeepID. 

VI. CONCLUSIONS AND FUTURE WORKS 
In this paper, a DCSVM-BAM method for face recognition 

is proposed. This method initially learns the facial features 
through a CNN with BAM, and then maps them to an 
appropriate dimensional space, followed by feature 
classification with SVM. The advantages of this model are 
that it uses a CNN with BAM to explicitly express the kernel 
mapping and does not require kernel trick parameters. As 
demonstrated by the experimental results on eight public face 
datasets, DCSVM-BAM achieves superior recognition 
accuracy to CKMSVM, CNN, and SVM, and has higher 
tolerances for batch size and learning rate than the CNN. 
Moreover, compared with the DeepID model in terms of 
accuracy, precision, recall, specificity, FPR, and F1_measure 
on the eight datasets, the proposed DCSVM-BAM achieved 
overall better results compared to DeepID. The number of 
parameters used in DCSVM-BAM is far less than that of 
DeepID. 

In order to further enhance the performance of face 
recognition, we will investigate how to create a CNN 
architecture that is more effective in the future. The market 
has seen the release of thousands of embedded systems. 
Therefore, any real-world application, including an 
attendance management system, smartphone security, a 
smart door lock system, and home and office video security, 
could be tested using the proposed model [52]. The 
proposed algorithm’s efficiency and efficacy will not be 
known for sure until it is fully implemented. It is likely that 
the hardware used, and latency could be challenging. Any 
outperforming face recognition method can be tested for 
robustness in the agriculture and licence plate recognition 
cognition, as recommended by [53][54]. 

TABLE X 
COMPARISON OF THE DCSVM-BAM AND DEEPID BASED ON 

NUMBER OF PARAMETERS AND RECOGNITION TIME OF SINGLE IMAGE 

 DCSVM-BAM DeepID 

Number of parameters 0.42MB 2.05MB 
Recognition time of single image 17ms 15ms 
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