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#### Abstract

In modern society, image encryption is critical to protecting digital visual information. A chaotic image encryption scheme based on RNA operations and heart-shaped chunking is proposed for a color image. There are five phases to the program. Firstly, a new chaotic system, 2D-NICM, is designed to improve the infinite folding chaotic mapping of twodimensional. Secondly, the segmented linear chaotic map (PWLCM) is associated with plains to generate chaotic sequences. This step leads to an improvement in the sensitivity of plain. Thirdly, the color images are layered. Then the downward and leftward circular shift diffusion operations are performed using the RNA algorithm. The selection of operators is based on the class of amino acids. Chaotic sequences ultimately control the coding rules of RNA computation. This step makes the result of the operation more unpredictable. Fourthly, this section chunks the initial cipher image after RNA operation. Finally, the chunked initial cipher images are encrypted in heart shape. The final password image is obtained after all five steps. Simulation results show that the proposed model outperforms the others. Furthermore, based on the highentropy value, the model has a high anti-jamming ability for common attacks.
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## I. Introduction

THE growing use of instant messaging technology has led to a proliferation of Internet applications for daily use. Therefore, applications such as WeChat, Facebook, Weibo and video conferencing can easily contain sensitive information images in military or medical fields. Therefore, the security of image content has become a problem that scientists and engineers must solve.

[^0]Decades of development have resulted in a variety of excellent algorithms. Chaotic mappings were the basis of chaotic cryptography, which has been split into one dimensional and higher dimensional cryptography [1]. More recently, researchers have proposed many schemes for image encryption based on color images [2-4], sequences of RNA [5], S-boxes [6], block encryption [7], and chaotic systems [8-9]. Unidimensional chaotic mappings usually contained few variables, so mappings did not guarantee security. Therefore, many scholars have combined and improved the 1D chaotic mappings. For instance, Zhu et al. [10] proposed a sine wave fusion Logistic chaotic mapping improved by 2D Logistics. Xu et al. [11] proposed an iterative chaos modulation mapping (2D-SLIM) with infinite collapse Logistic mapping based on an improved model of closed loop modulated coupling in two dimensions. Huang et al. [12] isolate the output sequence from two classical onedimensional chaotic mappings. Logistic, Sine, and Chebyshev mappings were also introduced in this paper. Zhang et al. [13] trained ICS (Integrated Chaotic System) to act on Logistic, Sine, and Tent mapping with switching operations and non-linear combinations. A common drawback of the above chaotic mappings was that the chaotic trajectories were not wide and unevenly distributed with poor ergodicity. Unauthorized users can quickly attack and steal image information [14], so the chaos effect needs further analysis.

In recent years, a growing number of researchers have begun to focus on and study image encryption algorithms based on DNA coding algorithms [15-18]. On the other hand, only some researchers have applied RNA coding algorithms with self-complementary sequence characteristics to image encryption. For example, the color-coded hyperchaotic image encryption scheme based on zigzag T-transform broadcast and RNA coding proposed by Zhang et al. [19] was shown to be weak against differential attacks. Zhu et al. [20] introduced a scheme for image encryption based on chaotic systems and cross mutation of RNA. This scheme performed poorly in foreign entropy attacks. Compared to DNA, RNA has selfcomplementary sequences that facilitate modular operations [21-22]. The image encryption scheme that combined a chaotic system with a DNA algorithm has had many shortcomings. The main disadvantages were high correlation, small key space and poor anti-attack capability [23]. Given the newness of RNA coding operation, this paper proposes a color-coded chaotic image encryption algorithm based on RNA coding operation and heart shape chunking.

The goals of this paper are to propose: (1) a new chaotic
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Fig. 1. Phase diagrams of 2D-ILASM, 2D-LICM and 2D-NICM
system - a 2D-LICM enhanced chaotic map in two dimensions based on the one-dimensional infinite folding map (ICMIC); (2) In this paper, we propose a cyclic shift operation for RNA coding, in which RNA operations are determined by the biological composition and characteristics of the amino acids; (3) Chunking of the initial cryptographic image after RNA operations to increase the speed of operations; (4) We incorporate plain correlation in the heart shape encryption, making it impossible for an attacker to perform an attack with known plain; (5) Our experimental results and analysis of the algorithms show that our algorithm has relatively high security, fast efficiency and good applicability.

The remainder of the paper is organized as follows. Section 2 introduces related work such as 2D-NICM chaotic mapping, PWLCM chaotic mapping, RNA coding rules and operations. In Section 3, we provide a color image encryption algorithm that fuses RNA coding operations and the chaos of the cardioid chunk. Section 4 presents the experimental results, and evaluates the performance of the proposed algorithm through various experiments. Section 5 is the conclusion of this paper.

## II.PRELIMINARY WORK

## A. 2D-NICM chaotic system

Zhang et al. [24] proposed one-dimensional infinitely folded chaotic mapping. It had a larger Lyapunov exponent than other 1D chaotic mappings. Therefore, it had stronger sensitivity to the initial value of iteration.

$$
\begin{equation*}
x_{i+1}=\sin \left(\mu / x_{i}\right) \tag{1}
\end{equation*}
$$

The parameter $\mu \in(0, \infty)$ is given by where $\mu$ is the system parameter. ICMIC was a one parameter chaotic system with a simple topology whose state value was constrained at $(0,1]$. Because of the relatively small chaotic range, simple behavior and fragile chaotic interval would affect some chaos-based applications.

By concatenating two one-dimensional chaos maps, a new two-dimensional chaos map is obtained. This increases the chaotic behavior and pseudo-stochastic signal of the chaos map, as well as enlarging the key space. Moreover, [25-26] proposed the Pythagorean theorem and deformation formula. The formula yields a new chaotic system in two dimensions. The definition of chaotic 2D-NICM mapping is thus:

$$
\left\{\begin{array}{l}
x_{i+1}=\sin \left(a / y_{i}\right) * \cos \left(b / x_{i}\right)  \tag{2}\\
y_{i+1}=\sin \left(a / x_{i}\right) * \cos \left(b / y_{i}\right)
\end{array}\right.
$$

From the above equation, $a, b$ are the parameters of the chaotic mapping, $a, b \in(0, \infty)$.

## B. Performance evaluation of 2D-NICM chaotic systems

In this paper, we analyze the performance of chaotic 2DNICM systems using phase diagrams, histograms of statistical sequences, and the NIST sequence randomness testing tool (SP800-22). As well as comparing it to typical chaotic one-dimensional mappings and chaotic twodimensional mappings recently proposed in recent years.

## 1) Phase Diagrams

Fig. 1 shows the phase diagrams for 2D-ILASM [27], 2DLICM [28] and 2D-NICM. Comparing these three phase diagrams, it can be seen that the range occupied by 2D-NICM is much larger than that of 2D-LICM and the uniformity of arrangement is better than that of 2D-ILASM. A good chaotic system should cover the whole phase plane uniformly. Therefore, 2D-LICM has better ergodicity and larger key space.
2) Sequence Statistics Histogram

To further study the performance of chaotic mapping, we choose 10000 points in sequence from the chaotic sequences derived from three chaotic systems. In sequence, the statistical sequence histograms of 2D-ILASM, 2D-LICM, and 2D-NICM are shown in a, b, c, d, e, and fof Fig. 2. From $\mathrm{a}, \mathrm{b}$, c , and d of Fig. 2, it can be seen that the chaotic sequences are not uniformly distributed. 2D-ILASM has most of the data distributed on the right side and too little on the left side. 2D-LICM has most of the data concentrated on the two sides and very few in the middle. It is known that for good chaotic mapping, the histogram of chaotic sequences should be as straight as possible. As seen from e and fof Fig. 2, the 2D-NICM chaotic sequences are uniformly distributed in different intervals. As a result, it can generate more complex stochastic chaotic sequences, which is better suited for image encryption algorithms. The ideal pseudo-random lines used in cryptosystems should have good statistical properties [29].
3) NIST Sequence Randomness Test Tool (SP800-22)

The usage of the test standard of NIST SP800-22 [30,31] was introduced, and the performance of 2D-NICM chaotic mapping is analyzed. NIST SP800-22 had two test methods. First, we tested the proportion of sequences that passed statistical tests. Second, we tested whether the P -values remained consistent. Each test provided one or more p-values. And a sequence was considered random if the $p$-values fall into the interval $(0,1]$. SP800-22 Revla recommended that the length of the bit sequence tested to be $10^{3} \sim 10^{7}$. And here a test sequence S is used, its length n is $10^{6}$. Table 1 shows that the sequence under test can pass all test questions. Thus, the output sequence of the 2D-NICM can be thought of as complex and used as the key steam in image encryption. The above analysis indicates that 2D-NICM chaotic mapping is suitable for the generation of chaotic sequences with good performance. Our algorithm uses the proposed chaotic mapping to create strongly complex chaotic sequences.

## C. PWLCM Chaos Mapping

PWLCM is a chaotic mapping with simple and more expansive ergodicity [32]. Which is one of the chaotic systems most classical used in image encryption for generating good complex chaotic sequences. Therefore, it has attracted wide attention from cryptographic academia. PWLCM chaotic systems give a more comprehensive range of parameter choices. Other essential features besides simplicity and ergodicity are good dynamical behavior, simple software and hardware implementation, and uniform invariant distribution. PWLCM is defined as shown in equation (3).

TABLE 2
RNA CODING RULES OBTAINED FROM DNA TRANSCRIPTION

| RNA CODING RULES OBTAINED FROM DNA TRANSCRIPTION |  |
| :---: | :---: |
| DNA bases | DNA bases |
| A | T |
| G | C |
| C | G |
| U | A |


(a) Component x of 2D-ILASM

(c) Component x of 2D-LICM

(e) Component x of 2D-NICM

TABLE 3
RNA ENCODING AND DECODING RULES

| Rule | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 00 | A | A | U | U | C | C | G | G |
| 01 | C | G | C | G | A | U | A | U |
| 10 | G | C | G | C | U | A | U | A |
| 11 | U | U | A | A | G | G | C | C |


(b) Component y of 2D-ILASM

(d) Component y of 2D-LICM

(f) Component y of 2D-NICM

Fig. 2. Serial statistical histograms of 2D-ILASM, 2D-LICM, and 2D-NICM

$$
x_{i}=f\left(x_{i-1}, p\right)\left\{\begin{array}{l}
\frac{x_{i-1}, 0<x_{i-1}}{p}<p  \tag{3}\\
\frac{x_{i-1}-p}{0.5-p}, p \leq x_{i-1}<0.5 \\
f\left(1-x_{i-1}, p\right), 0.5 \leq x_{i-1}<1
\end{array}\right.
$$

Where $p$ is a parameter of chaotic mapping, $0<p<0.5$, and $x$ represents the PWLCM state variable, $0<x<1$. The initial value of the variable $x_{0}$ cannot be equal to $p$. The segmented linear mapping has chaotic properties when both the initial value and the parameter are within a certain numerical range.

## D.RNA encoding and decoding rules

In the biogenetic process, DNA and RNA are the central substances. A DNA code is made up of four bases, namely A (adenine), C (cytosine), G (guanine) and T (thymine), which are arranged according to certain rules. An RNA sequence also consists of four bases. Only one base is different, and U (uracil) in RNA substitutes for T in DNA. Recently, DNA coding technology has been widely used in image encryption due to its excellent computational power. Chemically, the product of DNA transcription is RNA. RNA sequences can thus be obtained from DNA sequences as listed in Table 2. In RNA operations, two binary numbers are converted into a base according to 8 coding rules [33]. In light of the discussion above, this article adopts RNA coding and manipulation. A is complementary to U , and C is complementary to G. Similarly, the numbers 0 and 1 are complements in binary. Because 10 and 01,11 and 00 are also complementary. If we encode $\mathrm{U}, \mathrm{A}, \mathrm{C}$, and G with $11,10,01$, and 00 , there are 24 coding schemes. On the other hand, only eight of the rules in Table 3 satisfy Watson-Crick Supplementary Rule [34].
The encrypted object here is a color picture, which can be represented by three color channels: red (R), green (G) and blue (B). For example, if there is a pixel whose gray value is 167 in the red channel, its binary value is [10100111]. Following the RNA coding Rule 1 of Table 3, we can obtain the [GGCU] RNA value. If we use Rule 1 to decode the RNA value, we will obtain the correction [10100111]. On the other hand, if we use Rule 2, we will get the wrong bit value [01011011]. The above analysis allows us to understand that image pixel values can be converted to RNA sequences through RNA coding operation. The DNA sequence can be restored to pixel values by reverse RNA decoding.
In protein synthesis, the 3 neighboring bases that identify amino acids in the mRNA (messenger ribonucleic acid) chain are called genetic codons. The genetic code is a set of rules. According to this rule, codons of three nucleotides in a DNA or RNA sequence are translated into the amino acid sequence of a protein. These amino acid sequences can be used in protein synthesis. To determine the number of these nucleotides, people have carried out a large number of experiments. The study has found that RNA has four bases, combining every third base into one codon. Theoretically, 4 $\times 4 \times 4=64$ base combinations or 64 codons, as shown in Table 4. Despite the fact that there are 20 naturally occurring amino acids, 61 coding codons, and 3 stop codons (stop codons are the 3 nucleotides on mRNA that announce the
termination of the translation process), in some animals, the genome has up to 270 tRNAs. The genetic code is the same in almost all animals.

## III. ALGORITHM DESIGN AND IMPLEMENTATION

For the purposes of this paper, image encryption consists of 4 parts. The first step is to split the color image into 3 channels: R, G, and B. They run the same encryption algorithm. Using channel R as an example, the notion of an RNA algorithm is first used for encoding and decoding. Subsequently, the encoded initial cipher image is divided into blocks. And $256 \times 256$ images are divided into 4096 blocks of $4 \times 4$ image blocks. Afterward, the upper left heart-shaped "diffusion-confusion" encryption is performed in turn in the image blocks. Among them, the scrambling adopts the scrambling mode of plain-related. "Diffusion-scrambling" adopts the encryption mode of "forward diffusion-plainrelated confusion operation-backward diffusion." Finally, three channels are merged to obtain the final encrypted color image. The encryption process is shown in Fig. 3.

## A. RNA operations based on 2D-NICM for chaotic systems

Weaknesses of a single chaotic system include low key space, simple structure and high correlation. For this reason, we propose a novel color image encryption scheme with unfixed coding rules. The method first stratifies the images, and encodes RNA for R, G, and B images. They are reducing the complexity and computation of spatial computation. Then, the 2D-NICM chaotic sequence performs left and right cyclic shift operations on the encoded matrix. Reducing the risk of being vulnerable to attacks using traditional RNA operators. The RNA operations based on the chaotic system 2D-NICM are as follows:

Set parameters of 2D-NICM chaos $a$ is $21, b$ is 1 and the initial value $x(1)$ is $0.3, y(1)$ is 0.6 . Iterate 1000 times to skip the transition state. Then $M \times N$ times are continued iterating to obtain three complex sequences $x 1, y 1$, and $z 1$. In order to resist known plain attacks and increase the sum of plain pixels, the operation of formula (4) (5) is carried out.

$$
\begin{gather*}
\left\{\begin{array}{l}
\operatorname{sum} 1=\operatorname{sum}(\operatorname{sum}(P R)) \\
\operatorname{sum} 2=\operatorname{sum}(\operatorname{sum}(P G)) \\
\operatorname{sum} 3=\operatorname{sum}(\operatorname{sum}(P B))
\end{array}\right.  \tag{4}\\
\left\{\begin{array}{l}
x 1=\bmod (\text { floor }(\operatorname{double}(x) * \operatorname{sum} 1), 8)+1 \\
y 1=\bmod (\text { floor }(\operatorname{double}(y) * \operatorname{sum} 2), 8)+1 \\
z 1=\bmod (\text { floor }(\operatorname{double}(z) * \operatorname{sum} 3), 8)+1
\end{array}\right. \tag{5}
\end{gather*}
$$

Where sum is the summation operation; floor (a) the greatest integer less than or equal to the digit $a$; double(s) converts $s$ into a double precision floating point number; $\operatorname{Pr}$, $P g$, and $P b$ represent the $\mathrm{R}, \mathrm{G}$, and B plain images, respectively.

Known as plain M rows and N columns. Change the $\mathrm{Pr}, \mathrm{Pg}$, and $P b$ arrays to 1 row $M \times N$ columns and round up, in the range $0 \sim 256$. Called $p p r, p p g$, and $p p b$. Then change the decimal array to binary, as shown in the formula (6). $p p g$ and $p p b$ are the same, and the binary arrays $P g_{\_}$bit and $P b b_{-} b i t$ are obtained.

TABLE 4
Genetic Codon


Fig. 3. Encryption flow chart

$$
\begin{equation*}
\operatorname{Pr}_{-} b i t=\operatorname{dec} 2 b i n(p p r) \tag{6}
\end{equation*}
$$

Where $\operatorname{dec} 2 \operatorname{bin}(t)$ converts a decimal number $t$ into a binary number represented in the form of a string. Three binary numbers are associated with plain. The generated chaos sequence together determines the code rules of RNA. That is, different images have different code rules. This process increases the difficulty of attack and effectively strengthens encryption security. The following is a textual explanation of Fig. 4.

Step 1. A pixel value is randomly taken from the three $R$, G , and B images. In turn, to form a $3 \times 1$ dimensional matrix $I$. And which is transformed into a matrix $I_{1}$ composed of binary numbers.

Step 2. The encoding rules are determined by the values of Pr_bit, Pg_bit, Pb_bit and the three chaotic sequences $x 1, y 1$, $z l$ generated by the 2D-NICM chaotic system associated with plain. Take the RNA code rules in Table 3 as standard. Assuming that Rule 3 is used, the binary matrix $I_{1}$ is dynamically encoded by RNA to generate RNA matrix $I_{2}$.

Step 3. A total of 64 combined amino acids are known, as shown in Table 4. The matrix $I_{2}$ at the end of coding is converted into an RNA genetic code matrix $I_{3}$ using Table 4 turn.

Step 4. In the case of the three chaotic sequences generated by chaotic 2D-NICM mappings with plain-related are $x 1, y 1$, and $z l . x l+y l$ and $y l+z l$ are used as the sequences required for cyclic shifting of rows and columns, respectively, as shown in (7). As an example, the cyclic shift operation inside the amino acid is performed according to the $I_{3} \sim I_{4}$ process shown in Fig. 4. The operation equation is shown in (8).

$$
\begin{gather*}
\text { left }=\bmod \left(\operatorname { r o u n d } \left((x 1(1: 20)+y 1(1: 20))^{*}\right.\right. \\
(\operatorname{sum} 1+\operatorname{sum} 2)), 3)+1 \\
\operatorname{right}=\bmod \left(\operatorname { r o u n d } \left((y 1(1: 20)+z 1(1: 20))^{*}\right.\right.  \tag{7}\\
(\operatorname{sum} 3+\operatorname{sum} 2)), 65536)+1 \\
b=\operatorname{circshift}(a,[\text { left }, \text { right }]) \tag{8}
\end{gather*}
$$

Where round (a) rounding off $a$ to the nearest integer; circshift $(t,[$ left, right $])$ performs a cyclic displacement operation on $t$.

Step 5. Taking the conversion of adenine as an example, this step converts from genetic codon matrix $I_{4}$ back to RNA encoding matrix $I_{5}$.

Step 6. Decoding: The matrix $I_{5}$ is RNA decoded according to the corresponding rules to obtain the binary matrix $I_{6}$. Complete the RNA encoding encryption.


Fig. 4. Example of RNA encryption process
B. Chunked heart shape encryption based on PWLCM mapping

The goal of this section is to improve the speed and Safety of the digital image encryption algorithm. Firstly, it is a chunking operation, and subsequent encryption algorithms are executed sequentially within the chunk. Secondly, the classical PWLCM chaotic system combines the plain, and the resulting chaotic sequence is diffused and scrambled. The encryption is performed in the form of "forward diffusionscrambling of plain-associated-backward diffusion,". In the encryption algorithm, diffusion uses heart-shaped diffusion, and scrambling uses plain correlation scrambling. In order to prevent the attacker from destroying the encrypted image using known plains. The PWLCM mapping-based chunked heart shape encryption algorithm operates as follows.

## 1) Chaotic cipher generator

The encryption generator uses the chaotic PWLCM mapping to generate two complex matrices. Both matrices have the same dimension as the original plain image. Referred to as $\mathrm{W}, \mathrm{V}$, and the size is $M \times N$. The steps for generating these two chaotic matrices are:
Step 1. Set the initial value $w_{0}$ and variable parameter $b$ of formula (3). After iterating PWLCM $t_{1}+t_{2}$ times, the chaotic cipher generator passes through the filter state. And then
iterates $M \times N$ times to obtain the sequence with a length of $M \times N$, denoted as $\left\{w_{i}\right\}, i=1,2, \cdots, M N$.

Step 2. The initial value $v_{0}$ of formula (3) and the variable Parameter $d$. When the iteration PWLCM $t_{3}+t_{4}$ times, the chaotic cipher generator passes through the filter state. And then iteration $M \times N$ times to obtain the same sequence length as step 1 , referred to as $\left\{v_{i}\right\}, i=1,2, \cdots, M N$.

Step 3. According to the vectors $w_{i}$ and $v_{i}, i=1,2, \cdots, M N$. According to the formula (9) and (10), to obtain the matrix $W$ and $V$.

$$
\begin{align*}
W(x, y)=\text { floor }[ & \left(\frac{t_{1}+1}{t_{1}+t_{3}+2} w_{x-1 \times N+y}+\right. \\
& \left.\left.\frac{t_{1}+1}{t_{1}+t_{3}+2} v_{x-1 * N+y}\right) \times 10^{14}\right] \bmod 256 \tag{9}
\end{align*}
$$

$$
\begin{align*}
V(x, y)=\text { floor }[ & \left(\frac{t_{1}+1}{t_{1}+t_{3}+2} w_{x-1 \times N+y}+\right. \\
& \left.\left.\frac{t_{1}+1}{t_{1}+t_{3}+2} v_{x-1^{*} N+y}\right) \times 10^{13}\right] \bmod 256 \tag{10}
\end{align*}
$$



Fig. 5. Heart shape image encryption process
Where $x=1,2, \cdots, M, y=1,2, \ldots N$. In the encryption algorithm, the chaos matrix generated by the password generator is used for the broadcast and jamming algorithm.

## 2) Chunked heart shape encryption

Let the R channel image after RNA encoding and decoding be called QR. And the size is $M \times N$, divided into matrix sub-blocks with a size of $4 \times 4$, with a total of $M \times N / 4 \times$ 4 sub-blocks. The "forward diffusion-scrambling of plain association-backward diffusion" is carried out in the block. Known $M=256, N=256$. This chapter uses the R channel image to do experiments. The three primary color channels, $G$ and $B$, are the same.

Encryption starts from the top left corner of the $4 \times 4$ image block each time. Take the first $4 \times 4$ image block as an example (all blocks follow this algorithm), and encrypting the image pixel locations and positions according to the heart shape marching method. Fig. 5 shows that encrypting from the top left corner in the diagonal direction. Reach the diagonal vertex and divide it into two channels up and left to continue encryption. And then continue to encrypt in the diagonal order. Diffusion uses the method of XOR diffusion. The method of plain association is used for scrambling. This operation is encryption without losing any pixels. The forward diffusion algorithm process is as follows:

Step 1. Diffuse the plain coordinates $(1,1)$ by equation $(11)$.

$$
\begin{equation*}
E(1,1)=\operatorname{bitxor}(P(1,1), W(1,1)) \tag{11}
\end{equation*}
$$

Where $P$ is the plain, $E$ is the encrypted cipher. And the cipher is collectively referred to as $E$ after each round of encryption.
Step 2. XOR diffusion of diagonal pixels is carried out through formula $(12)$, taking $(3,3)$ points on the diagonal as an example.

$$
\begin{equation*}
E(3,3)=\operatorname{bitxor}(\operatorname{bitxor}(P(3,3), W(3,3)), C(2,2)) \tag{12}
\end{equation*}
$$

Step 3. Diffuse the points in the lower right corner upward and left respectively. Through formulas (13) and (14), taking points $(1,3)$ upward and points $(3,1)$ left as examples.

$$
\begin{equation*}
E(1,3)=\operatorname{bitxor}(\operatorname{bitxor}(P(1,3), W(1,3)), E(1,4)) \tag{13}
\end{equation*}
$$

$$
\begin{equation*}
E(3,1)=\operatorname{bitxor}(\operatorname{bitxor}(P(3,1), W(3,1)), E(4,1)) \tag{14}
\end{equation*}
$$

The plaintext pixel value, the point pixel value of the chaotic matrix, and the random pixel value after scattering is XOR exploited to generate the encrypted pixel value. R image repeats the diffusion process from the first step to the third step, making each pixel diffuse at least once. Backward diffusion is the reverse process of forwarding diffusion as a whole. Starting from $(2,3)(3,2)$, respectively, and spreading in the opposite direction of the arrow in Fig. 4. Then the permutation of the plain association is performed. And the pixel points $E(i, j), i=1,2, \ldots, M / 4, j=1,2, \ldots, N / 4$, and $E$ $(s, t)$ permute their positions. The replacement steps are as follows:

Step 1. Compute the sum of all the items (excluding $E$ ( $i$, $j)$ ) in the row where $E(i, j)$ is located, and count it as row $_{i}$; Compute the sum of column elements, and count it as $\operatorname{col}_{i}$.

$$
\begin{align*}
& \operatorname{row}_{i}=\operatorname{sum}(E(i, 1 \text { to } N / 4))-E(i, j)  \tag{15}\\
& \operatorname{col}_{i}=\operatorname{sum}(E(1 \text { to } M / 4, j))-E(i, j)
\end{align*}
$$

Step 2. Calculate the value of the coordinate $(s, t)$.

$$
\begin{align*}
& s=\operatorname{row}_{i}+V(i, j) \bmod M \\
& t=\operatorname{col}_{i}+V(i, j) \bmod N \tag{16}
\end{align*}
$$

Step 3. If $s=i$ or $t=j$, the position remains unchanged. Otherwise, $E(i, j)$ and $E(s, t)$ exchange positions. At the same time, according to the value of the lower three digits of $E(s$, $t), E(i, j)$ is subjected to a shift operation. Shift operation according to formula (17).

$$
\begin{equation*}
E(i, j)=E(i, j) \lll(E(s, t) \& 0 x 7) \tag{17}
\end{equation*}
$$

Here, $x \lll y$ means that $x$ is cyclically shifted left by $y$ bits. According to steps 1 to 3 , the last row of matrix $E$ is rearranged first. Next, the end column of matrix $E$ is scrambled. Then the matrix $E$ is shuffled sequentially depending on the sequence of scanning from left to right. Then from top to bottom, the image is obtained after complete scrambling, referred to as $F$. Finally, after backward diffusion, the encrypted cipher C is obtained.

There are two encryption algorithms for the image encryption devised in this chapter. And add plain elements to the chaotic sequence generation and scrambling algorithm. This method makes the encryption algorithm less vulnerable to known plain attacks.

## C. Image Decryption

The decryption of images is the reverse of the encryption algorithm. And the same two small rounds of image decryption are performed. First, the second algorithm reverse operation of image encryption. Take the ciphertext as the unit to reconstruct the position and size of each pixel. The Second is the reverse operation of the first algorithm of image encryption. The inverse action of RNA encoding and decoding is performed. Merge the three primary colors to get the initial color image. Fig. 6 shows the specific steps.


Fig. 6. Image decryption flow chart

## IV. Simulation results and analysis

A good color image encryption algorithm can withstand many classic used attacks. Such as resistance to exhaustive attacks, resistant statistical attacks, and resistant differential attacks. Detailed figures, tables, and descriptions are given in this section to measure the proposed algorithm's performance. The statistics show the color image, and the adjacent pixel correlation for the encrypted color image. The correlation coefficients, information entropy, sensitivity and resistance to differential attacks between key space, normal color images and color coded images are given as figures and tables below. Finally, we compare the results to some similar algorithms.

## A. Experimental results

In this paper, $256 \times 256$ color images are used for encryption and decryption simulation experiments. And the simulation environment is the MatlabR2020b software platform. The first is to use the encryption algorithm to encrypt the image. And the image of the cipher is then decrypted by the given key and decryption algorithms. Using the color image of Lena as an example, Fig. 7 shows the experimental results.

## B. Key Space Analysis

A key space is a set of all lawful keys [35]. If the key space is ample, the attack time and cost will become high, making it impossible for attackers to use exhaustive attacks. As the size of the key space increases, the performance of the algorithm against exhaustive attacks increases [36]. In the image encryption algorithm in this chapter, the key of chunked cardioid encryption $K_{1}=\left\{w_{0}, x, v_{0}, y, t_{1}, t_{2}, t_{3}, t_{4}\right\}$. Where $w_{0}, v_{0} \in(0,1)$, the step size is $10^{-14}, t_{1} \sim t_{4}$ is an integer in $[0,255]$, and the step is 1 . So, the key space size of key $K_{1}$ is about $1.0737 \times 10^{65}$.


TABLE 5
KEY SPACE COMPARISON

|  | Proposed | Ref. <br> $[2]$ | Ref. <br> $[3]$ | Ref. <br> $[4]$ | Ref. <br> $[19]$ | Ref. <br> $[20]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Key <br> Space | $10^{129}$ | $10^{111}$ | $10^{203}$ | $10^{87}$ | $10^{78}$ | $10^{222}$ |

TABLE 6
ADJACENT PIXEL CORRELATION COMPARISON

| Images |  | Horizontal | Vertical | Diagonal |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Lena | This article (plain) | Average value | 0.9709 | 0.9448 | 0.9437 |
|  | This article(cipher) | Average value | -0.0087 | -0.0063 | 0.0009 |
|  | Ref. [2] (cipher) | Average value | -0.0304 | -0.0056 | 0.0058 |
|  | Ref. [3] (cipher) | Average value | 0.0019 | 0.0035 | 0.0008 |
|  | Ref. [20] (cipher) | Average value | 0.0040 | 0.0010 | 0.0012 |
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Fig. 8. Correlation distribution of adjacent pixel points in color image

The key $K_{2}$ used for RNA encoding is $\left\{x_{0}, y_{0}, a, b\right\}$. And if the system accuracy is $10^{16}$, the key space $K_{2}$ of this
scheme is $10^{16} \times 10^{16} \times 10^{16} \times 10^{16}=10^{64}$. In ref. [37] it was stated that the key space should be greater than or equal to $2^{100}$. At this time, the algorithm can guarantee the security of
image encryption. Since $2^{10} \approx 10^{3}$, the key space in this paper is about $10^{129}$, this algorithm is able to withstand exhaustive attacks. See Table 5 for a comparison with other literature results.

## C. Statistical characteristic analysis

## 1) Correlation analysis

One way to measure the effectiveness of encryption is to perform correlation analysis. The lower the image correlation, the better the effect of encryption. Qualitative analysis makes an intuitive decision on the correlation strength of adjacent pixels by observing the correlation situation diagram of adjacent pixels; quantitative analysis compares the strength of correlation in quantity by calculating the correlation coefficient of adjacent pixels. If we assume that any N pairs of adjacent pixels are drawn from the image to be studied. And the values of their pixels are ( $S, T$ ) $, i=1,2, \cdots, N$. The vector $S=\{s\}$ and $T=\{t\}$ The correlation coefficient calculation formula is as follows.

$$
\begin{gather*}
r_{x y}=\operatorname{cov}(s, t) /(\sqrt{D(s)} \sqrt{D(t)})  \tag{18}\\
\operatorname{cov}(s, t)=\frac{1}{N} \sum_{i=1}^{N}\left(x_{i}-E(s)\right)\left(y_{i}-E(t)\right)  \tag{19}\\
D(s)=\frac{1}{N} \sum_{i=1}^{N}\left(s_{i}-E(s)\right)^{2}  \tag{20}\\
E(s)=\frac{1}{N} \sum_{i=1}^{N} s_{i} \tag{21}
\end{gather*}
$$

Among them, $N$ is the number of point pixels. $E(s)$ and $E(t)$ is the expectations of $s, t$, respectively. $\operatorname{COV}(s, t)$ is the covariance, and $r$ is the correlation coefficient. Using the channel R as an example, the encryption algorithm constructed in this paper is compared to the average correlation value of the encryption algorithm proposed in the literature [20], cf. Table 6. The three channel adjacent pixel correlation of Lena plain and cipher images obtained through this paper is shown in Fig. 8.

As shown in Fig. 8, on the three channels R. In all directions, pairs of adjacent pixels in a plain image are densely distributed over the line $\mathrm{y}=\mathrm{x}$. This is in contrast to adjacent pairs of pixels in a cypher image in all directions, which are uniformly distributed across the area (the smaller left corner coordinates are $(0,0)$, and the coordinates of the top right-hand corner are $(255,255)$ ). To summarize, the plain image is highly correlated in all directions; the cipher image is uncorrelated in every direction.

It can be seen from Table 6 that the infinity of adjacent pixel correlation of ordinary images approaches 1 , indicating that the correlation of ordinary images is strong. The infinite
correlation of adjacent pixels in a cryptographic image approaches 0 . At this time, the image is approximation uncorrelated (the correlation of two independent, uncorrelated chaotic sequences is theoretically 0 ). To summarize, the cipher image in this chapter is more approximate to the noise feature and can withstand statistical attacks more effectively.

## 2) Histogram analysis

The distribution of individual pixel values across the image is characterized by an image's histogram [38]. In the case of a uniform distribution of pixel value histogram, this approach is effective against statistical-based attacks. Figures 9 (a), (c), and (e) are the histograms of the original three channels of gray image distribution of Lena before encryption. (b), (d), and (f) are the distribution histograms of the three channels of the encrypted Lena image.

## D.Sensitivity analysis

Two methods of analyzing the sensitivity of image cryptosystem are qualitative analysis and quantitative analysis. This section examines the sensitivity quantitatively. The two main indicators are pixel change rate (NPCR) and mean change intensity of normalization (UACI). Their theoretical values are 9 and 10 , respectively. The chaotic image encryption algorithm is better able to withstand differential attacks when the experimental value is infinitely near the theoretical value.

As we all know, the function of NPCR is to compare the pixel values in the same position in two images. And record the ratio of the number of different pixels to the total. And the formula is shown in equation (22). The purpose of UACI is to compare pixels at the same location in two images. Then calculate the average of the difference between each pixel and the maximum difference. And this formula is shown in Equation (23).

$$
\begin{align*}
& \operatorname{NPCR}\left(p_{1}, p_{2}\right)=\frac{1}{M N} \sum_{i=1}^{M} \sum_{j=1}^{N} \operatorname{Sign}  \tag{22}\\
& \\
& \quad\left(p_{1}(i, j)-p_{2}(i, j)\right) \times 100 \%  \tag{23}\\
& \\
& \quad \quad /(255-0) \times 100 \%
\end{align*}
$$

In the formula: Sign (.) means the following:

$$
\operatorname{sign}(x)=\left\{\begin{array}{l}
1, x>0  \tag{24}\\
0, x=0 \\
-1, x<0
\end{array}\right.
$$

TABLE 7
KEY SENSITIVITY AND COMPARISON IN THIS PAPER

|  | Proposed Algorithm | Ref. [2] | Ref. [3] | Ref. [4] | Ref. [19] | Ref. [20] | Theoretical value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NPCR (\%) | 99.6083 | 99.6833 | 99.6145 | 99.6401 | 99.6457 | 99.6197 | 99.6094 |
| UACI (\%) | 33.4637 | 33.4900 | 33.4572 | 33.4775 | 33.5835 | 33.3857 | 33.4635 |

TABLE 8
SENSITIVITY AND COMPARISON OF PLAIN IN THIS PAPER

|  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Proposed Algorithm | Ref. [2] | Ref. [3] | Ref. [4] | Ref. [19] | Ref. [20] | Theoretical value |
| NPCR (\%) | 99.6080 | 99.6133 | 99.6132 | 99.6101 | 99.6450 | 99.6065 | 99.6094 |
| UACI (\%) | 33.4620 | 33.4233 | 33.4236 | 33.6230 | 33.6216 | 33.3930 | 33.4635 |



Fig. 9. Histogram of grayscale value distribution before and after Lena color image encryption

## 1) Key sensitivity analysis

Minor changes are made to the keys to test the sensitivity of the key. For the selected keys $K_{1}$ and $K_{2}$, randomly change one of its bits (only one value is modified at a time, and the rest of the values remain unchanged). The key of $K_{1}$ changes $10^{-15}$ each time, and the key of $K_{2}$ changes one
each time. Encrypting the same plain image with the key of $K_{1}$ changes $10^{-15}$ each time, and the key of $K_{2}$ changes one each time. Encrypt the same plain image with the key before and after the change, and calculate their NPCR and UACI averages. Compare them with other algorithms, and analyze the key sensitivity of the algorithm. Table 7 presents the results.

TABLE 9
INFORMATION ENTROPY OF THIS PAPER AND COMPARISON

| Passage | Proposed Algorithm | Ref. [2] | Ref. [3] | Ref. [4] | Ref. [19] | Ref. [20] |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 7.9987 | 7.9993 | 7.9994 | 7.9970 | 7.9971 |

As shown in Table 7, the algorithm NPCR, and UACI values in this paper are close to the theoretical values. Compared with other algorithms, the algorithm proposed in this paper is closer, which verifies that the algorithm in this paper has better sensitivity to keys.
2) Plain sensitivity analysis

Modify the plain image P slightly before the image is encrypted in order to test sensitivity to the encrypted plain. Each pixel point is chosen at random from the chosen plain image $P$, and its value is varied by an amount of 1 . The changed value is R . The image with a slight difference from P is obtained. The difference between the two is compared, and the mean values of NPCR and UACI are counted. And, compared with other algorithms, plain text sensitivity analysis is performed on the algorithm, and the comparative analysis is shown in Table 8.

As shown in Table 8, the algorithm NPCR and UACI mean are close to the theoretical value. Compared with other algorithms, it is closer. This verifies the effectiveness of the algorithm in this paper to resist selected plain text attacks and known plain text attacks.

## E. Information entropy

Information entropy is an undecidable measure of image content. For a good encrypted image, its information entropy should be infinitely close to 8 [39]. For encrypted images, entropy may be calculated using the following formula:

$$
\begin{equation*}
H(t)=-\sum_{i=1}^{n} p_{i} \log _{2} p_{i} \tag{25}
\end{equation*}
$$

Where $p_{i}$ represents the probability of occurrence of symbol $t_{i}$ in the cipher image. And the range of possible values of symbol $t$ is the set $\left\{t_{1}, t_{2}, \cdots, t_{n}\right\}, i=1,2, \cdots, n$, and $1>p_{i}>0, p_{1}+p_{2}+\cdots+p_{n}=1$. The analysis of algorithm information entropy in this paper is shown in Table 9. The table shows that the algorithm in this paper is closer to the theoretical value. Therefore, the algorithm in this paper can resist foreign entropy attacks more effectively.

## V.CONCLUDING REMARKS

Here we propose a novel RNA operation combined with the piecewise heart-shaped encryption algorithm. Combining plain images with chaotic sequences generated by the 2 D LICM chaos system and PWLCM chaos mapping. This step can improve the performance of plain associations. The three channels of the solid color image are then separated. After converting RNA encoding into amino acids, a 2D-LICM chaotic sequence is used for shift operation. We use the chaotic PWLCM series generated by the chaotic mapping for
piecewise heart-shaped ciphers. The scrambling of plain associations provides better protection against known plain attacks. Based on the emulation results and the analysis, it can be seen that the algorithm in this paper has the advantages of a large key space, high sensitivity to both plaintext and keys, and good statistical features. As a result, the algorithm of this paper can withstand common attacks, including exhaustive attacks, statistical attacks, differential attacks, and so on.
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