

Abstract—Due to many uncertain factors in the real environ-

ment, the accuracy of current target recognition is low. In order
to obtain more salient features, we present an improved Resnet-
50 Convolutional Neural Network (CNN). Firstly, we add a def-
ormable convolution to adapt for the change of object shape
automatically, so as to obtain the feature expression ability and
enlarge the receiving field. So the accuracy of object recognition
accuracy will be improved greatly. Secondly, the activation fun-
ction in the improved deformable convolution is RELU6, which
is used to capture more features of overlapping target, crowded
target and small target. Finally, after the every residual Block
layer feature of resnet50, we follow Convolutional Block Atten-
tion Module(CBAM) which could help convolutional neural
network to obtain more discriminative features. Compared
with the classical Resnet50 model, on Cifar10 and FashionMN-
IST dataset, our improved Resnet50 reaches over better accur-
acy while keeping favorable speed.

Index Terms—Resnet50, CBAM, deformable convolution,
RELU6 active function

I. INTRODUCTION
fter VGG[1] raised the top1 accuracy of ImageNet
classification to above 70%, there have been many

innovations in making ConvNets complicated for high perfo-
rmance, e.g., the contemporary GoogLeNet[2] and later Ince-
ption models[3-5] adopted elaborately designed multi-branch
architectures, ResNet[6] proposed a simplified two-branch
architecture, and DenseNet[7] made the topology more com-
plicated by connecting lower-level layers with numerous
higher-level ones. Except for the inconvenience of imple-
mentation, the complicated models may reduce the degree of
parallelism[8] hence slow down the inference. An initializa-
tion method was proposed to train extremely deep_plain Co-
nvNets[9]. A recent work combined several techniques inclu-
ding Leaky RELU[10-11], max-norm and careful initializ-
tion. It is easy to cause the gradient to disappear or explode,
and eventually the extracted features are not obvious enough.
It is necessary to build an excellent model with reasonable
depth and favorable accuracy-speed trade-off, which only
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involving the most common components(e.g., regular conv
and BN). The Resnet50 structure consists only of a stack of
3×3 convolution, 1×1 convolution and sigmoid active func-
tions[10-11]. Aiming at the above-mentioned goals, inspired
by deformed and dilated convolution techniques[12-13] and
deformable ConvNets [14-15], we add a deformable convo-
lution to enlarge the receiving field. While inspired by some
space attention techniques[16-19] and some channel attention
[20-24], coordinate attention [25-26] in recent years, we
introduce the attention mechanisms after the every residual
Block layer feature in CNN so that enhance the feature
representation. Based on above analysis, contributions of the
current work are summarized as follows. Firstly, in order to
fuse the discriminative features, a deformable convolution is
added. Secondly, for the purpose of fusing the discriminative
features, we modified the RELU to RELU6 active function in
deformed convolution. Thirdly, after the every residual block
layer feature of resnet50, we follow a CBAM which could
help CNN to obtain more Characteristics of interactions.
Finally, we carry on the experiment on Cifar10 data set and
FashionMNIST data set. Our improved Resnet50 reaches
over better accuracy keeping favorable speed. The effecti-
veness and efficiency of improved Resnet50 on image classi-
fication is shown.
Compared with the classical Resnet50 model, on Cifar10,

our improved Resnet50 reaches over 94.84%, acc_top1 accu-
racy, but our model's training and evaling time increase aro-
und 1.3%, relevant parameters only increase 1.5%, FLOPs
only increase 0.35%, respectively. On FashionMNIST, the
accuracy of acc_top1 improved by around 5.6%, but training
and testing time was increased by around 1.3% than the Res-
net50CBAM. Compared to the classical models like ResNet
50, our improved resnet50 obtained favorable accuracy speed
trade-off.

II. RELATED WORK

A. Deformable Convolution
Some techniques[27] have been increased to increase the

convolution receptive field of deformable convolution, and
the convolution effect would be finally increased. In order to
increase the characteristic region of convolution, deformable
convolution is introduced here.
During the training process, the convolution kernel have an

extra parameter, so that the deformable convolution's accept
field can be extended to a large range. Figure 1 shown Defor-
mable Convolution. Figure 1. (a) is a image. Figure 1. (b) is a
conventional standard convolution kernel with a size of 3×3
(black dots in the figure); Figure 1. (c) is a deformable convo-
lution with a direction vector added to the parameters of each
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convolution kernel (the light black arrow in Figure 1. (c) and
Figure 1. (d) enable the convolution kernel to change into any
shape, Figure 1. (c) and Figure 1. (d) are special forms of
deformable convolution. Figure 1. (d) deformable convoluti-
on is used in this paper [14-15].

Fig. 1. the differences between standard convolution and deformable convo-
lution.

For a feature map of input, it is assumed that the original
convolution operation is 3×3, so in order to learn the offset.
We define another 3×3 convolution layer, and the output
dimension is actually the size of the original feature map, and
the number of channels is equal to 2N. The following deform-
able convolution can be viewed as an interpolation opera-
tion at offset, and then the ordinary convolution can be per-
formed. It basically can cover targets of different sizes. The-
refore, through deformable convolution, we can better extract
the complete features of the objects we are interested in, and
the effect is very good. The operation of deformable Convol-
ution is shown in Figure 2[14-15].

Fig. 2. the operation of deformable convolution.

The differences between Standard Convolution and Defor-
mable Convolution is shown in Figure 3[14-15].

Fig. 3. the differences between Standard Convolution and Deformable
Convolution.

B. Attention mechanism
In order to strengthen the interaction between each spatial

feature layer. The spatial domain information in the picture is
to do the corresponding spatial transformation, so as to
extract the key information. Mask generation and scoring of
space is the representative work of Spatial Attention Module.
It is similar to add a weight to the signals on each channel to
represent the relevance of the channel with key information.
The greater the weight, the higher the relevance. The mask of
Channel was generated and scored. The representative works
are SE_NET and Channel Attention Module. The attention
mechanism expresses the critical degree of each part in the
characteristic data and learns and trains it. The essence of
attention mechanism is to use the relevant feature map to
carry out the weight of learning, and then apply the weight of
learning to the original feature map to carry out the weighted
sum, and then get the enhanced feature. According to the diff-
erent attention domains, the attention mechanisms in com-
puter vision(CV) can be divided into two categories, namely
spatial domain, channel domain. This paper uses CBAM
attention mechanisms to interpret. And it is shown in Figure 4.
CBAM is a light weight universal module, which can be
integrated into any classic CNN backbone, and can carry out
end-to-end training with the backbone.

Fig. 4. the operation of deformable convolution.

In our paper, after the feature map output of each stage, the
inter channel attention mechanism and spatial attention
mechanism are added.
C. Improved Activate function
Because the Sigmoid function is much more expensive

than the swish calculation; Disadvantages of RELU function
is the gradient is 0 when the input is negative, the problem of
gradient disappearance will occur. Leaky RELU function sol-
ves the problem of gradient disappearance caused by the
RELU function when the input is negative. RELU6 can learn
sparse features earlier and can prevent numerical explosion.
The activation function was replaced with RELU6. The grap-
hs of the common activation functions and corresponding
derivative are shown in Figures 5-6.

Fig. 5. four Common activation function
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Fig. 6. activation functions' derivative

D. Improved Deformable Convolution
The standard convolution unit samples the input feature

map at a fixed position, which results in that the receptive
field size of the activation unit at the same CNN layer is the
same. This is not desirable for shallow neural networks that
encode location information, because different locations may
have objects of different scales or different deformations, and
these layers need methods that can automatically adjust the
scales or sensing fields. Inspired by the dilated Convolution
[13], this step of the deformable convolution is set to 2,
increasing the receptive field. Especially for non-grid objects,
this is not optimal. In the CIFAR10 data set and the Fashion-
MNIST data set, there are a lot of irregular targets such as pe-
ople and animals, in order to identify these targets more
accurately. Based on deform Convolution, we design a new
convolution,which namely Deformed Convolution which is
shown in Figure 7 [14, 15, 27, 28, 29].

Fig. 7. the operation of our Deformed Convolution

E. Our Improved Resnet50 Framework
Combined with the above three effective modules, we

designed an improved Resnet50. The detailed steps are as
follows: after the 7×7 convolution, we add a deformable
convolution to enlarge the receiving field. And modify the
activation function to the leak_RELU; In the bottle block, we
add a 1×1 convolution to fuse the discriminative features.
After the first layer feature of resnet50, we add CBAM which
can obtain more discriminative features. It is shown in Figure
8.

III. EXPERIMENT

A. Cifar10 and FashionMNIST Date Set
1) Cifar10 Date Set
CIFAR10 is a small data set collated by Alex Krizhevsky

and Ilya Sutskever for identifying pervasive objects. A total
of 10 categories of RGB color images: airplane, automobile,
bird, cat, deer, dog, frog, horse, ship, truck. The image size is
32×32, and the data set consists of 50000 training images and
10000 test images. The sample picture of Cifar10 is shown in
Figure 9.

Fig. 8. our improved Resnet50 network architecture with 4 attention mecha-
nism

Fig. 9. the sample pictures of Cifar10
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Compared with MNIST dataset, Cifar10 has the following
differences:
a. Cifar10 is a 3-channel color RGB image, while MNIST is a
grayscale image.
b. The image size of Cifar10 is 32×32, while the image size
of MNIST is 28×28, which is slightly larger than MNIST.
c. Compared with hand written characters, Cifar10 contains
real objects in the real world, which not only has a lot of noise,
but also has different proportions and characteristics of
objects. So this will bring great difficulties for recognition.
2) FashionMNIST data set
To verify the recognition speed and recognition accuracy

of our algorithm, comparative experiments are performed on
the FashionMNIST dataset, and the Fashion MNIST sample
picture is shown in Figure 10.

Fig. 10. sample image of FashionMNIST

Compared with the MNIST dataset, the FashionMNIST
dataset has the following differences: the FashionMNIST
also has an image size of 28×28, but features significantly
more than the MNIST. Compared to the MNIST dataset, Fa-
shion MNIST contains real-world real objects, not only with
a lot of noise, but also with the proportion and characteristics
of objects, causing great difficulty in identification. 60,000

images for training and 10,000 for testing. The model has
expanded in size. FashionMNIST is necessities (clothing) in
10 categories, as shown in Table I.
In conclusion, identifying FashionMNIST dataset is much

more difficult, so it is used to test the effectiveness of the
improved algorithm.
3) Experimental environment
Our improved Resnet50 is trained with synchronized SGD

over one V100 16GB GPU with a total of 128 images per
mini_batch and one 32GB CPU. The training environment is
Windows 10 professional edition(64bit) and CUDA10.2; Pr-
ogramming language is python 3.7(64 bit); The framework is
AI studio PaddlePaddle 2.0.2(64 bit). The initial learning rate
is 0.01. To stabilize the training at the beginning, we extend
the number of warmup iterations form the first epoch to the
second epoch. For other hyperparasitism, we set the Epoch =
100, boundaries = [60,70], momentum = 0.9, learning_rate =
paddle.Optimizer.lr.Piecewise Decay(boundaries = bound ar-
ies, values = values), learning_rate = paddle. optimizer. lr. Li-
near Warmup, paddle.optimizer.Adam, Cross Entropy Loss.
Every five epoch, we eval the training situation model.
4) Data preprocessing
Because the Cifar10 and FashionMNIST data set are very

simple. And we mainly test the effectiveness of the neural
network, this training only uses, Random Resized Crop,
ColorJitter, Random Horizontal Flip, Normalize, and does
not use excessive data enhancement.
B. Relevant metric
1) Cross Entropy Loss
The most commonly used classification problem is Cross

Entropy Loss. This Loss comes from Shannon's information
theory. For two objection are be classed, there are only two
cases that need to be predicted in the end of the model. For
each objection, the probability of our prediction is p, this loss
is as follows:

log (1 )log(1 )i iloss y p y p    (1)
where, yi is the label of the i sample's label, the positive

class is 1 and the negative class is 0. pi is the probability that
the i sample is predicted to be a positive class. In fact, the
situation of multi classification is an extension of two classif-
ication.The calculation formula is as follows:

[ log( ) (1 )log(1 ))
N

i i i i
i

loss y p y p    (2)

2) Accuracy rate
Accuracy rate (acc) refers to the proportion of the correctly

classified records to the total number of records in the
classification by using the eval set. The results show that the
proportion of the correct forecast quantity in the total quantity
is higher, the model effect is better. The calculation formula
is as follows:

TPacc
TP FP




(3)

where, TP represents the number of correctly classified
records and FP represents the number of wrongly classified
test data. As we know, ImageNet has about 1000 categories,
and when the model predicts a certain picture, it will give
1000 categories ranking from high to low in probability. The
so-called top1 Accuracy refers to the accuracy rate that the
first category in the ranking is consistent with the actual
result. Top5 Accuracy refers to the Accuracy of actual resul-
ts included in the top five categories.
3) Parameter quantity and floating point number calcul-
ation quantity
At the same time, the actual situation of parameter quantity

and floating-point number calculation quantity are analyzed.
The parameter quantities (PARAMs) in the convolution net-
work correspond to the spatial complexity. PARAMs can be
computed by conv_param = (kernel_size × in_channel + bias)

TABLE I
CORRESPONDING CATEGORIES OF FASHIONMNIST

serial number name serial number name
0 T-shirt 5 Sandal
1 Trouser 6 Shirt
2 Pullover 7 Sneaker
3 Dress 8 Bag
4 Coat 9 Ankle boot

IAENG International Journal of Computer Science, 50:1, IJCS_50_1_30

Volume 50, Issue 1: March 2023

 
______________________________________________________________________________________ 



× out_channel, where kernel_size indicates the convolution
kernel size, in_Channel indicates the number of input chan-
nels, out_Channel indicates the number of output channels
and bias indicates the number of offset. Floating point calcu-
lations (FLOPs) correspond to time complexity. It refers to
floating point operands and is understood as computational
quantities. Therefore, these two quantities can be used to
measure the complexity of the algorithm/model. That is, the
amount of network parameters is closely related to the video
memory, and the amount of floating-point calculations is
related to the computing speed of the GPU. It refers to float-
ing point operands and is understood as computational quan-
tities. Therefore, these two quantities can be used to measure
the complexity of the algorithm/model.
4) Cifar10 experimental results
In order to evaluate the recognition performance of the

proposed method, the experimental results are analyzed
quantitatively and qualitatively. The results are compared
with other mainstream recognition algorithms. The category
confidence of the visualization results is greater than or equal
to 0.5, and different shapes of line are used to indicate no
same target category. Experimental results show that our
proposed method can effectively improve the performance of
object recognition. In order to improve the actual effect of
Cifar10, we normalized images to 224×224. Cifar10's eval_
loss is shown as Figure 11.

Fig. 11. eval Loss of Cifar10

In the eval process of iteration, it can be seen that the loss
corresponding to the our Resnet50 is continuously declining
without rebound phenomenon, and the convergence speed is
faster than that of the other four algorithms. At the same time,
the actual effect can be observed by the accuracy is shown as
Figures 12 and 13.

Fig. 12. eval acc_top1 of Cifar10

Fig. 13. eval acc_top5 of Cifar10

In the eval process of iteration, the acc_top1 and acc_top5
of our Resnet50 continue to rise at a relatively steady trend. It
exceed the accuracy of the Resnet50, and obviously better
than the other three algorithms. During training, the correspo-
nding train experimental results are shown in Figures 14-1
6.(For clear display, the training situation is displayed 2000
times per iteration.)

Fig. 14. train loss of Cifar10

Fig. 15. train acc_top1 of Cifar10
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Fig. 16. train acc_top5 of Cifar10

In terms of accuracy, it is significantly better than another
Resnet50. At the same time, we have analyzed the number of
parameters, calculation and other aspects of the contrast
effect. And The details are shown in Table II. For the
simplicity(A: Resnet50, B: Resnet50_CBAM, C: Resnet50_
Deformable, D: Resnet50_CBAM_Deform.).

As can be seen from Table II, compared with the classical
Resnet50 model, on Cifar10, our improved Resnet50 reaches
over 94.84% acc_top1 accuracy. The actual accuracy and
detection speed are shown in Table III.
In particular, compared with the classical Resnet50 model

on Cifar10, our model's training and evaluating time increase
around 1.0%, relevant parameters only increase 1.5%, FLOP
only increase 0.35%, respectively. And favorable higher
accuracy and faster speed compared to the classical models
are shown like ResNet50. The experimental results show that
the RELU6 activation function is better than the traditional
active function, because the RELU6 activation can avoid the
vanishing gradient and can effectively solve the problem of
unbalanced positive and negative samples in object recogni-
tion problem.
5) FashionMNIST Experimental Result
To save training time, normalize all the images to the size

of 32×32 here. FashionMNIST's eval loss, acc_top1 and acc_
top5 are shown as Figures 17-19.

Fig. 17. eval loss of FashionMNIST

TABLE III
Cifar10's results of the four algorithms

Fig. 18. eval acc_top1 of FashionMNIST

Fig. 19. eval acc_top5 of FashionMNIST

FashionMNIST's train loss , acc_top1 and acc_top5 are
shown as Figures 20-22.(For clear display, the training
situation is displayed 4000 times per iteration.)

Fig. 20. train loss of FashionMNIST

loss Acc_top1(%) Acc_top5(%) train/eval(ms)
A 0.2418 94.66 99.27 2000/415
B 0.2675 93.97 99.89 2000/7800
C 0.3316 94.38 99.92 2000/432
D 0.13915 94.84 99.72 2000/4650

TABLE II
Cifar10's parameters of the four algorithms

Time(hour) PARAM FLOP

A 14:36:29 23581386 4107881472
B 14:48:42 24282438 4112809472
C 14:41:58 23584190 4118703680
D 14:59:40 24284986 4122292736
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Fig. 21. train acc_top1 of FashionMNIST

Fig. 22. train acc_top5 of FashionMNIST

And the details are shown in Table IV and V. For the
simplicity(A: Resnet50, B: Resnet50_CBAM, C: Resnet50_

Deformable, D: Resnet50_CBAM_Deform.).

TABLE V
FashionMNIST's results of the four algorithms

From Table IV and V, compared the resnet50, the improv-
ed model's training and evaluating time increase around
0.05% and 0.04%, relevant parameters only increase 3%,
FLOP only increase 2%, respectively. In particular, on Fashi-
onMNIST, the accuracy of acc_top1 improved by around
6.3%, but training and testing time was increased by around
3% than the Resnet50CBAM. Improved resnet50 obtained
better results compared classics models like ResNet50. Our

improved RELU6 activation function performs well in solv-
ing the problem of uneven positive and negative samples in
object detection. Experimental results show that our propos-
ed method can effectively improve the performance of object
recognition and doesn't add much extra time overhead.

IV. CONCLUSIONS
We have proposed a method to add a improved deformable

convolution involving our modified RELU activation func-
tion. After every residual module layer feature of resnet50,
we follow a CBAM which could help CNN to obtain more
Characteristics of interactions between channels and Spaces.
On Cifar10 and FashionMNIST data set, there's a good trade-
off between accuracy and speed using our improved Resnet-
50. In the future work, new backbone networks may be modi-
fied to extract better features, or loss functions may be modi-
fied to find the optimal value.
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