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Abstract—Topic trending is a popular research topic in recent
years since, there are massive participations in social web
sites, countless number of updates, news, opinions and product
reviews are being constantly posted every day. The identification
of popular topics discussed or posted on social media platforms
is becoming more important as the new knowledge can be
extracted from these findings. In this work, a novel method
is proposed to extract popular topics from social media and
determine the topic trending based on timeline using the Apriori
algorithm. The approach uses Twitter’s tweets as the dataset.
The data is then pre-processed by undergoing several processes
that include stop words removal, stemming, tokenization and
Term Frequency-Inverse Document Frequency (TF − IDF )
weighting. The k-means clustering is then performed to cluster
each data that consists of processed keywords and collected
every day. The popular topics will be then extracted from the
clusters and the topic trends will be determined based on the
observed frequent patterns and correlation between keywords
by using the association rules. The performance of the proposed
method is evaluated based on the similarity of the results with
the current trends obtained from the Twitter site. The result
from the findings shows that the proposed method is able to
produce more enriched trends that are similar to current initial
trends.

Index Terms—Association Rules, Concept Trending, Cluster-
ing, Social Media Mining, Topics Extraction.

I. INTRODUCTION

TOPIC trending has become a significant research in
recent years. Since constructing useful trends defi-

nitions will contribute towards a better understanding of
the interactions in the context of social media, there were
many techniques proposed from the researchers and are
implemented in real life [1]. Techniques such as topic
detection and tracking [2][3][4][5], trend mining-total from
partial (TM-TFP) [6], hierarchical clustering algorithm [7],
combination of TF*PDF (Term Frequency and Proportional
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Document Frequency) and Aging Theory [8] are the recent
techniques used for trends detection [9][10]. Topic detection
and tracking algorithms can be used to cluster, organize
and retrieve unstructured information and it is an important
research task for information retrieval that can enable users
to detect relationships between concepts [11][12]. From these
researches, the techniques mentioned in their works can
be used to perform popular topics extraction effectively.
However, these ideal approaches pay less attention on the
frequent patterns based on time series and the correlation of
these keywords during a specific period of time that can be
produced in order to get more enrich and meaningful trends.

The aim of this study is to propose a method that can
be used to extract popular topics from social media and
determine the trends based on the timeline by coupling k-
means clustering and association rules mining. Finding fre-
quent patterns plays an essential role in mining associations,
correlations, and many other interesting relationships among
data. The frequent pattern mining leads to the discovery of
association and correla-tions among items in large transac-
tional or relational data sets.

The contribution of this paper may thus be summarized
as: (i) to design and propose a method to capture social
media opinions and perform pre-processing processes on
these social media opinions, (ii) to design and propose a
clustering and extraction method in order to extract popular
topics from these social media opinions based on timeline
and (iii) to design and assess the association rules algorithm
that is used to produce trending by extracting popular topics
based on timeline.

The rest of this paper is organized as follows. Some related
works are described in Section 2. The proposed approach
is described in Section 3. Section 4 presents the result and
discussion on the proposed technique. Section 5 concludes
this paper by summarizing the findings and future research
directions that can be undertaken.

II. RELATED WORKS

Trends in social networks have recently been a major
focus of interest among researchers [13][14]. Social networks
provide large-scale information infrastructures for people to
discuss and exchange ideas about different topics. This will
consequently generate all kinds of information. Since there
are massive information produced every day, appropriate data
mining techniques is required to analyze such large, complex,
and frequently changing social media data. Studying these
trends may discover the emergent or suspicious behavior
in the network. They can also be viewed as a refletion of
societal concerns or even as a consensus of collective deci-
sion making. This will lead to the understanding of how the
community “thinks” [15].
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In future, the main challenge is to handle the massive
amount of information obtained from the social media.
Twitter is one of the evolving social media which, on average,
hosts around 200 million tweets per day [16][17]. This
includes products, ser-vices, social issues, news, incidents
and reviews etc. Data generated from social network such
as Twitter and Facebook is vast, noisy, distributed and
dynamic [18][19]. Since discovering the trends may help
in various sectors, these vast and noisy information must
be filtered for any meaningful utilization. Currently, the
methods used for topic extraction so far are inefficient based
on non-correlated keywords detection and machine learning
techniques [20][21][22]. An efficient technique for topics
extraction and detecting multiple trends based on timeline
will become one of the challenges for the researchers to
extract the main opinion from these large text documents.

The algorithms proposed and applied in topics extraction
and trends detection were able to detect hot topics and track
them to a good accuracy [23][24]. While, a Total-From-
Partial (TFP) algorithm and Self Organizing Maps (SOM)
have been proposed in which the proposed algorithm is able
to define interesting trend [25]. Chen’s research encourages
participants to play roles as tag creators for contributing
key-words for taxonomy, collaborative, and social purposes,
and as tag consumers for knowing what other people
are interested in and how they characterize the same re-
sources [26][27]. In addition to that, Nguyen has introduced
the Combination of TF-PDF and Aging Theory that is able to
identify the popular information about which tech-nologies
were invented with high intention from a huge number of
patents with lengthy and difficulty technical terms [28]. In
Aiello’s research, six topic detection methods were compared
and the factors of influencing the performance of the meth-
ods were identified [29]. Although these existing techniques
are shown to have well-performing results on the selected
dataset, there are still some deficiencies on each of the
research. Based on the review of previously published works,
most algorithms deal with single keyword trending, not many
of the researched conducted focus on multiple correlated
keywords trending. In the proposed framework of this pa-
per, frequent patterns and association rule mining will be
implemented in order to improve the trend detection from
the twitter data. The evaluation of the implementation will
be made.

Many researches have been conducted to discover the
techniques to efficient topic extraction and trend detection.
Association rules mining [30] is one of the interesting
method that cab used for multiple trends association de-
tection. Based on the frequent patterns produced by the
topics extracted, the rules will show the correlation between
the topics and produce a more enriched trends. Therefore,
this paper propose a new method in which multiple topics
trending can be extracted by finding the frequent patterns
using Apriori association rules and compute the correlation
between keywords to produce multiple topics extraction and
trending based on correlated keywords. The full framework
of the proposed algorithm is shown in Fig. 1

III. METHODOLOGY

This aim of this work is to implement and evaluate
a new method in which multiple topics trending can be

Fig. 1: The full framework of the proposed concept trending using
association rules

extracted and retrieved by finding frequent patterns across
the timeline and compute the correlation between keywords
to produce multiple topics trending based on correlated
keywords. Basically, there are five steps in the proposed
framework, which are data collection, data pre-processing,
text clustering, popular topics extraction and determine topic
trending as shown in Fig. 1.

A. Data Collection

Social media opinions are crawled and collected from
Twitter site. Twitter data is interesting because the tweets
occur at the “speed of thought” and are available for
consumption in real time. Due to its openness for public
consumption, the data can be obtained from anywhere in the
world. There are three reasons that Twitter is selected: a)
Twitter’s data is already in a convenient format for analysis.
b) Twitter’s API is well designed and easy to access. c)
Twitter’s terms of use for the data are relatively liberal as
compared to other APIs. The twitter data were collected
every day for 4 weeks. One set of text data comprises of
twitter texts that have been posted for one day only. After
four weeks, there will be 7 sets of text data collected per
week.

The data collection was parfomed based on the timeline.
The period of data collection was made between 20th March
2017 and 17th April 2017 (a total of 28 days). There were
1000 tweets collected from the public stream per day (a total
of 28,000 tweets for 28 days). Once the data were collected,
the tweets texts are saved as a comma separated values (CSV)
file. The collected data was then processed using several text
pre-processes (e.g., named-entity recognition, part-of-speech
tagging, stemming and term reduction [31][32][33][34]) and
stored as text-document matrix based on the minimum
threshold value of TF-IDF (Term Frequency – Inverse Doc-
ument Frequency)[35]. All these processes will be discussed
in the next section.

B. Data Pre-processing

The collected data will then be transformed into a repre-
sentation suitable for applying the data modelling through
data pre-processing. The tweet texts are then cleaned and
standardized using upper case letter conversion to lower
case letter, white spaces and non-alphabetical characters
removal [36]. Next, the text document will be tokenized.
Tokenization is a process of breaking a stream of text up into
words, phrases, symbols, or other meaningful elements called
tokens. Tokens are separated by whitespace, punctuation
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marks or line breaks. After the tokenization process, several
text pre-processes will be performed such as the named-
entity recognition, part-of-speech tagging and stop words
removal [37], stemming for term reduction. Fig 2 illustrates
all the pre-processing tasks performed in order to prepare
the documents for clustering and concept trending extraction
using the Apriori algorithm.

Fig. 2: Several preprocessing tasks used to prepare documents for
clustering

The Named-Entity Recognition (NER) process is a process
that seeks to locate and classify named entities into pre-
defined categories such as person names, organizations, loca-
tions, medical codes, time expressions, quantities, monetary
values, percentages, etc. In this work, we apply the Con-
ditional random fields (CRF) to perform the NER process.
The CRF is a statistical sequence modeling framework
first introduced in [38]. CRFs are normally used for the
prediction and analysis of labels for data in natural language
writing. In this model, X = {x1, x2, x3, ..., xT } are the input
data in which components are connected in sequence, and
Y = {y1, y2, y3, ..., yT } are the labels for each component
of the input data. In other words, when a new x is given, a
y value is predicted using the following model:

p(y|x) = 1

z(x)

T∏
t=1

exp {
k∑

k=1

wkfk(yt, yy−1, xt)} (1)

z(x) =
∑
y

exp (
∑
k

wkfk(y, x)) (2)

where z(x) standardizes the probability value, and fk is a
feature function, which is a characteristic function on feature
k. This function returns 1 when the given input yt, yt−1, xt

includes a feature k, and returns 0 otherwise. wk is the weight
of the feature.

The Part of Speech tagging process (POS) is used to mark
up a word in a text (corpus) as corresponding to a particular
part of speech, based on both its definition and its context.
In other words, POS is the process of identifying words as

nouns, verbs, adjectives, adverbs, etc. Based on the results
obtained, all the stop words will be removed in order to
reduce the dimensionality of the document. Stop Words are
words which do not carry important significance to be used
in information retrieval. These stop words include ”a”, ”the”,
”actually”, accordingly, etc.

The Stemming process is used to reduce inflected (or
sometimes derived) words to their word stem, base or root
form-generally a written word form. For instance, all the
words ”player”, ”played”, ”playing”, and ”plays” can be
reduced to its root word ”plays”. The most common stemmer
algorithm is called Porter stemmer algorithm which is an
essential tool for natural language processing in the area
of information access [39]. There are six sub-phases of the
Porter stemmer algorithm as follow:

1) Get rid of plurals and −ed or ing.
2) Turns terminal y to i when there is another vowel in

the stem.
3) Maps double suffixes to single ones, ization, ational.
4) Deal with suffixes, −full, −ness, etc.
5) Takes off −ant, −emce, etc.
6) Removes a final −e.
The remaining texts or tokens will then be used in

the process which is the construction of term-document
matrix in which each token will be weighted using the
Term Frequency-Inverse Document Frequency (TF-IDF) as
a term weighting scheme. TF-IDF is a numerical statistic
which reveals how important a word is to a document in
a collection. The value of TF-IDF increases proportionally
to the number of times a word appears in the document,
but inversely proportional to the frequency of the word in
the corpus. TF-IDF is the product of two statistics which
are term frequency and inverse document frequency. Term
Frequency (TF) is defined as the number of times a term
appears in a document [40][35].

tf(t, d) = 1 + log2 ft,d, ft,d > 0 (3)
tf(t, d) = 0, ft,d = 0 (4)

where tf(t, d) is the number of occurrences of term t in
document d. Inverse Document Frequency (idf ) is used
to measure the importance of a term in a text document
collection. The idf is then defined as

idf(t) = log2
N

nt
(5)

where N is the total number of documents in the corpus
and nt is the number of documents that contain at least one
occurrence of term. The tfidf is calculated as

tfidf(t, d) = (1 + log2 ft,d)× log2
N

nt
(6)

Once, the term-document matrix has been constructed,
then we can use this data representation for the data mod-
elling, which is the documents or texts clustering.

C. Data Modelling: Texts Clustering

In the proposed framework, k-means Clustering algorithm
is applied to summarize text data into few clusters for each
day. Keywords are identified in each cluster. In general,
k-means algorithm is known as the simplest unsupervised
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learning algorithms to solve clustering problem. The idea of
k-means algorithm is that k clusters can be represented by
the mean of the document assigned to that cluster, which is
called the centroid of that cluster [41]. k-means clustering is
a top-down algorithm that clusters the objects into k number
of groups with regard to its attributes or features, where k is
a positive integer number and specified by users [42]. The
basic steps of clustering process include;

1) Select k points at random as cluster centers.
2) Assign objects to their closest cluster center according

to a specific distance method (e.g., Euclidean distance
function).

3) Calculate the centroid or mean of all objects in each
cluster.

4) Go to Step 2 if the membership of each object has
changed, otherwise, stop.

One of the reasons for the popularity of k-means al-
gorithm is because of the linear complexity. This means
that if the number of instances is substantially large, this
algorithm is computationally attractive. k-means algorithm
is also famous for its ease of interpretation, simplicity of
implementation, speed of convergence and adaptability to
sparse data. However, due to its sensitivity to noisy data and
outliers, the squared error may have significant increase even
with a single outlier. It is applicable only when the mean is
defined and the number of clusters is required in advance.
The k-means clustering is implemented to cluster the terms
extracted. In order to have the optimized number of clusters,
k, the Elbow method is used. Table I shows the optimum
k number estimated for the 28 days. A genetic algorithm
based clustering can also be used to optimize the number of
clusters [43][44][45]. For instance, for day 1 in week 1, the
optimum number of cluster, k, is 100.

TABLE I: The optimum k number of clusters used for 28 days

Day Week 1 Week 2 Week 3 Week 4

1 100 75 100 99
2 81 67 106 94
3 76 85 95 113
4 79 64 117 115
5 74 76 93 79
6 70 102 97 70
7 78 102 101 101

Total Clusters 558 571 708 671

D. Extracting Topics from Clusters

After clustering is performed, a few clusters of keywords
are produced. These clusters are illustrated by using the
cluster plot shown in Fig. 3. The graph shown in Fig. 3
illustates the 6 clusters plotted against the first two principal
components of the data and which cluster each object belongs
to. These two components explain 71.36% of the point
variability. Since our data are multivariate, thus it is difficult
to inspect all the many bivariate scatterplots. For that reason,
the scatterplot of the first two principal components were
derived from the data. The ”71.36% of variability” indicates
that more than half of the information about the multivariate
data is captured by this plot of components 1 and 2. The
3rd component could be added and this will increase the
variability.

Each cluster contains keywords that have high frequen-
cies of occurrence in the documents. These keywords are
extracted from each cluster produced earlier. Since there are
7 sets of texts data collected per week, there will be seven
sets of clusters results produced and as a result, there will be
seven sets of keywords obtained from the clusters produced.
These keywords will determine the popular topics among the
social media opinions for each week.

Fig. 3: Example of clusters plot

E. Multiple Topics Trending

A list of frequent keywords extracted over time is gen-
erated based on the popular topics extracted. The frequent
keywords obtained from each cluster represent hot topics
and will be used to determine the topic trending. The topic
trends are determined based on the frequent keywords over
the time and the correlation between the keywords by using
association rules mining. A frequent pattern is a pattern
that occurs frequently in the dataset. Pattern can be defined
as a set of items, subsequences, subgraphs [46]. In this
research, the patterns generated are studied and applied in
the association rule mining. Apriori is the algorithm used
to extract the frequent pattern of keywords. Based on the
Apriori pruning principle, the pattern which is infrequent, its
superset should not be tested, which means the pattern will
be eliminated.

Then, rules are generated based on these frequent patterns
and the correlation between the keywords is identified
based on the support and confidence measures. In the
end, the topic trend can be detected. Apriori is by far the
most well-known method in association rule algorithm
for generating frequent pattern. This algorithm uses the
property that there must be a large itemset for any subset
of a large itemset. It is also assumed that items within an
itemset are kept in the order of item’s names. In order to
avoid too many small candidate itemsets, Apriori generates
candidate itemsets by joining the large item-sets of the
previous pass and deleting those subsets which are small in
the previous pass without considering the transactions in the
database [47]. The pseudocode for generating candidates is
shown as follow:

————————————————————————-
INPUT: S where S = dataset
OUTPUT: Set of Candidate Itemsets
Require: S = ∅

IAENG International Journal of Computer Science, 50:1, IJCS_50_1_32

Volume 50, Issue 1: March 2023

 
______________________________________________________________________________________ 



————————————————————————-
1. Procedure GenerateCandidates
2. i ← 2
3. num ← NumAttributes(S)
4. candidates []← null
4. support []← null
5. while i < num do
6. candidates []← all sets of size i
6. support []← support(candidates [])
7. i ← i + 1
8. end while
9. end procedure
————————————————————————-

Given a dataset S, we start generating the set of candidate
itemsets of size 2, i = 2, and compute the support for
these itemsets. Next, we increase the size by 1 and now
we are generating the candidate itemsets of size 3, i = 3,
and compute the support for these itemsets. This process
continues until i equals to the number of attributes or features
or terms in the database. One may reduce the number of
candidates by filtering only those candidates having equal or
greater tham the minimum predefined threshold value for the
support measures for all the candidates generated.

Association rule mining is one of the data mining applica-
tions that has been proven to be quite useful in the marketing
and retail communities as well as other more diverse fields.
It is used to identify interesting correlation relationships
among a set of items in a database [30]. Rule support
and confidence are two measures of rule interestingness.
Basically, association rules are considered interesting if both
of the minimum support threshold and confidence threshold
are satisfied, while the threshold can be determined by users
or domain experts.

IV. RESULTS AND DISCUSSION

A. Multiple Topics Extraction

The cluster for the first-day data is illustrated using the
clusplot function provided in the library cluster in R is used.
The graph shown in Fig. 4 is the clusplot result of k-means
clustering based on the membership of the documents in each
cluster.

The clustering algorithms work in a mathematical space
whose dimensionality equals the number of words in the
corpus. Clearly, this is impossible to visualize. In order
to handle this situation, the Principal Component Analysis
(PCA) is used to reduce the number of dimensions to 2 (in
this case) in such a way that the reduced dimensions capture
as much of the variability between the clusters as possible
(and hence the comment, “these two components explain
6.5% of the point variability” at the bottom of the plot in
Fig. 4)

Since there are more than two terms extracted, Principal
Component Analysis (PCA) is performed for the clusplot.
In order to increase the point of varialibility, component 3
is added to the plot and is demonstrated using the 3D plot
provided by the function plot3d() from library rgl in R. Fig.
5 shows the 3D plot of the clusters from the front view for
the first-day data. While Fig. 6 and Fig. 7 show the top view

Fig. 4: Clusplot of the clusters based on the membership of
documents

Fig. 5: 3D plot of the clusters based on the membership of
documents (front view)

and the bottom view. Each cluster contains keywords that
are related to each document in the cluster. The keywords
are extracted from the clusters based on the value in the
tweets cluster$centers command.

B. Multiple Topics Trending

Market Basket Analysis is a modelling technique based
upon the theory that if you buy a certain group of items,
you are more (or less) likely to buy another group of items.
The association rule is an implication expression of the form
X → Y , where X and Y are itemsets. For instance, this as-
sociation rule {Milk,Diaper} → {Beer} can be generated
from the market basket analysis. The rule evaluation metrics
include Support, Confidence and Lift. The Support evaluation
metric is computed based on the fraction of records that
contain both X and Y and the Confidence evaluation metric
measures how often items in Y appear in records, R, that
contain X . The Support of item X , supp(X), and the
Confidence of the rule X → Y , conf(X → Y ), evaluation
metrics are expressed as:
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Fig. 6: 3D plot of the clusters based on the membership of
documents (top view)

Fig. 7: 3D plot of the clusters based on the membership of
documents (bottom view)

supp(X) =
{X ∈ R}

R
(7)

conf(X → Y ) =
supp(X ∪ Y )

supp(X)
(8)

The Lift of the rule X → Y , Lift(X → Y ), is defined
as:

Lift(X → Y ) =
supp(X → Y )

supp(X)× supp(Y )
(9)

In this work, it is considered that if certain topics exist as
hot topics, there are also other topics which are more (or less)
likely to occur at the same time. For instance, this association
rule {PrimeMinister,Malaysia} → {Holidays} can be
generated from the news. As a set of frequent keywords
is extracted from each cluster, the group of keywords is
considered as a group of terms and the number of clusters
is considered the number of transactions that exist in the

transaction market basket analysis. Then, the association
rules can be generated by applying the apriori algorithm
which is available in R.

In this research, the lift value is used to find the most
important rules generated. Apart from the lift value, the
minimum support value and the minimum confidence value
are also considered in order to generate the number of rules
that need to be generated. In order to avoid too many rules
(to avoid less important rules generated) or too little rules
(to avoid less information retrieved), the suitable number of
rules generated should be adjusted by adjusting the minimum
support value and minimum confidence value. Table II shows
suitable minimum support value, minimum confidence value
and the number of rules generated for each dataset.

TABLE II: Minimum support and confidence values and the number
of rules generated for each week dataset

Week 1 Week 2 Week 3 Week 4

Min Support 0.008 0.008 0.012 0.008
Min Confidence 0.25 0.25 0.25 0.25
Rules generated 2435 1920 2428 2408

Fig. 8: Top five hot topics extracted from the Twitter public stream
in Malaysia

The generated association rules related to the trends will
be compared to the actual trends collected from the Twitter.
The actual trends collected are based on the location selected,
which is Malaysia. Fig. 8 shows the top five hot topics ex-
tracted from the Twitter public stream in Malaysia from 27th
March 2017 to 3rd April 2017. These five hot topics include
Kim Jong Nam, Russia, Ghost in the Shell, WrestleMania and
Sea Games. Since there are many association rules generated
from the proposed approach, only the top five rules with the
highest lift and related to the current trend will be chosen to
be compared to the current trends.

Based on Table III, the topics can be generated based on
the keywords extracted from the clusters. For the Russia
topic, the related keywords are “news”, “nunes”, “trump”,
“trial” and “russia”. These keywords indicate the news about
Devin Nunes, the chairman of the House of Representatives
Permanent Select Committee on Intelligence and an ally of
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TABLE III: Association rules generated by the proposed framework

Rule No Russia

R1 news, nunes, trump =⇒ trial
R2 news, nunes, russia, trump =⇒ trial
R3 news, nunes =⇒ trial
R4 news, nunes, russia =⇒ trial
R5 nunes, russia, trump =⇒ trial
R6 nunes =⇒ russia, trump, trial
R7 nunes, trump =⇒ trial
R8 nunes, russia =⇒ trial

Ghost in the Shell

G1 ghost in the shell, shell =⇒ ghost
G2 ghost, ghost in the shell =⇒ shell
G3 scarlett, shell =⇒ ghost
G4 ghost, scarlett =⇒ shell
G5 seeing, shell =⇒ ghost
G6 seeing =⇒ shell, ghost
G7 seeing, scarlett, shell =⇒ ghost
G8 seeing, shell =⇒ scarlett, ghost

Wrestlemania

W1 cena, nikki, tonight =⇒ bella
W2 cena, nikki, tonight =⇒ bella
W3 cena, win =⇒ comeback
W4 cena, ring =⇒ bella
W5 nikki, tonight =⇒ bella
W6 nikki, ring, tonight =⇒ bella
W7 nikki, tonight =⇒ ring, bella
W8 cena, nikki =⇒ bella

Kim Jong Nam

K1 kim =⇒ north
K2 kim =⇒ korea
K3 kim, north =⇒ korea
K4 kim, korea =⇒ north
K5 north, korea =⇒ kim
K6 kim, north, korea =⇒ war
K7 kim, korea =⇒ north, war
K8 north, korea =⇒ war

Republican President Donald Trump, characterized charges
that he made unauthorized disclosure of classified as “en-
tirely false and politically motivated”.

While for the Ghost in the Shell topic, this movie’s release
date is on 30th March 2017 in Malaysia. It is a science
fiction action film directed by Rupert Sanders and written by
Jamie Moss, William Wheeler and Ehren Kruger, based on
the Japanese manga of the sane name by Masamune Shirow.
It is about Major (Scarlett Johansson) is the first of her kind:
a human saved from a terrible crash, who is cyber-enhanced
to be a perfect soldier devoted to stopping the world’s most
dangerous criminals. When terrorism reaches a new level that
includes the ability to hack into people’s minds and control
them, Major is uniquely qualified to stop it. As she pre-
pares to face a new enemy, Major discovers that she has
been lied to: her life was not saved, it was stolen. She will
stop at nothing to recover her past, find out who did this to
her and stop them before they do it to others. The related
keywords are “ghostintheshell”, “shell”, “ghost”, “scarlette”
and “animation”.

For the KimJongNam topic, it is related to the eldest son
of Kim Jong-il, deceased former leader of North Korea. The
related keywords are “kim”, “north” and “korea”. Kim Jong-
nam was exiled from North Korea in 2003. He was found
dead on 13th February 2017 in Malaysia as the result of a
suspected chemical attack. On 30th March 2017, Kim Jong-
nam’s body had been approved to be released to North Korea

TABLE IV: Support, Confidence and Lift values for all rules

Russia

Rule No Support Confidence Lift

R1 0.0070 0.417 3.758
R2 0.0092 0.265 3.483
R3 0.0102 0.323 1.596
R4 0.0116 0.354 1.388
R5 0.0124 0.332 1.378
R6 0.0118 0.328 1.375
R7 0.0109 0.367 1.370
R8 0.0123 0.345 1.320

Average 0.0107 0.3414 1.9585

Ghost in the Shell

G1 0.0090 0.272 3.811
G2 0.0079 0.402 3.688
G3 0.0079 0.402 3.688
G4 0.0094 0.263 3.493
G5 0.0091 0.276 3.490
G6 0.0089 0.254 3.488
G7 0.0099 0.223 3.485
G8 0.0094 0.212 3.450

Average 0.0089 0.2880 3.5741

Wrestlemania

W1 0.0071 0.431 3.942
W2 0.0079 0.402 3.688
W3 0.0094 0.263 3.493
W4 0.0105 0.318 2.281
W5 0.0102 0.288 1.265
W6 0.0109 0.250 1.264
W7 0.0095 0.274 1.263
W8 0.0102 0.345 1.233

Average 0.0095 0.3214 2.3036

Kim Jong Nam

K1 0.0090 0.272 3.801
K2 0.0105 0.317 2.283
K3 0.0105 0.317 2.283
K4 0.0102 0.308 1.596
K5 0.0098 0.305 1.590
K6 0.0110 0.310 1.489
K7 0.0116 0.321 1.475
K8 0.0106 0.311 1.455

Average 0.0104 0.3076 1.9965

by Prime Minister Najib Razak. There are only four rules
generated as only a few of tweets related to Kim Jong-
nam was retrieved. So, this causes a fewer amount of rules
generated to the topic.

Another topic is about the Wrestlemania 2017, the thirty-
third annual Wrestle-Mania professional wrestling pay-per-
view event produced by WWE. The related keywords are
“cena”, “nikki”, “bella”, “ring”, “miz”, “maryse”, “win” and
“wwe”. John Cena and Nikki Bella beat The Miz and Maryse
in their mixed tag team match in Wrestlemnia 33. In the
following match, John Cena proposed to Nikki Bella.

For the SEA Games topic, it is related to the 2017
Southeast Asian Games, which officially known as the 29th
Southeast Asian Games. It was about the four stadiums
involved in the project would be completed in time for
the c from 19th August 2017 to 31st August 2017. Due
to the reason of fewer amounts of related tweets retrieved,
the keywords become unimportant as the TF-IDF values are
low. So, the keywords may be eliminated before clustering is
performed. Thus, we cannot get the association rules related
to SEA Games.
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Based on Table IV, the top 8 rules generated for the
topic entitled ”Ghost in the Shell” have the highest average
Lift value compared to other rules generated in the other
topics. On the other hand, the top 8 rules generated from the
topic entitled ”Russia” have the lowest average Lift value
compared to other rules generated in the other topics. It
shows that in each topic, rules that are generated could have
different maximum value for the rules generated. The results
also show that the proposed approach is able to produce
the topics trend that are correlated with each other and it
was found that these topics are almost similar to the current
trends extracted from Twitter. In other words, the proposed
technique is not only able to produce the expected topic
trends, it also provides more enriched information about the
hot topic generated by having these rules.

TABLE V: t-test results (p-value)

R G W K

R NA 0.00061 0.55086 0.93579
G 0.00061 NA 0.01098 0.00009
W 0.55086 0.01098 NA 0.56202
K 0.93579 0.00009 0.56202 NA

A t-test is then used to determine whether there is a
significant quality (Lift) difference between the sets of rules
extracted from the clusters. The null hypothesis (H0) states
that there is no significant quality difference between the
sets of rules extracted from the clusters. The alternative hy-
pothesis (Ha) states that there is significant quality difference
between the sets of rules extracted from the clusters. Table V
shows the t-test results (p-value). There is significant quality
difference between the set of rules in set R and G, since the
p-value < 0.05. This means that the quality of rules in set G
is better than the quality of rules in set R because the rules
in set G has higher average Lift value. Similary, The p-value
< 0.05 for the t-test between rules in set G and W, and also
the t-test between rules in set G and K. We can conclude that
the set of rules in set G has the highest quality compared to
the other rules in sets R, W and K.

V. CONCLUSION

Extracting the most discussed topics from the social media
platform may enable us to discover some temporal trends
for a specific period of time. Trends in social data can be
discovered to unveil certain trends related to hot issues or
topics that are inter-related to each other. Trends are not only
reflecting real-world events, but also drive offline behavior.
Many ecommerce businesses utilizes these data to find out
what is holding consumer interest and making profit for their
business. That is the reason why topic trending becomes a
significant research for people to uncover and understand the
trends in order to meet a business or organization’s specific
objectives. The results obtained in this work showed that
the proposed technique is able to automatically generate
enriched topics trend by using the association rules mining.
The keywords that form the rules are able to provide more
information related to the hot topics extracted from the
Twitter site. The rules indicate the correlation between the
keywords and this can produce a topic trend that is related to
the current trends. Using this proposed technique, the trends

produced are able to provide more information related to the
topics and users are able to know more information instead
of knowing the title of the topics only.
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