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Abstract—The frequently difficult process of examining large
and diverse amounts of information is known as ”big data
analysis.” The goal is to find insights, such as hidden patterns,
unexpected correlations, or market trends like consumer pref-
erences. Thus, these insights can help companies make quick
and informed business decisions. First, we suggest a manual
database schema creation technique to reduce the response time
of the data analysis process in the context of big data under
the Spark platform. Then, in order to distribute the activities
to be performed on the Spark slots more evenly, we suggest
a data allocation technique. The data is then saved in RAM,
using the cache for faster reading. Finally, to solve the problems
of loading data into the cache, we suggest using a different file
format called ”Parquet.” We evaluated our strategy using the
”fire calls for service” (CFS) data set, which led to a 97.77%
faster response time. This demonstrates how the suggested
optimization options considerably reduce the time needed to
import the cache and read the database.

Index Terms—Distributed computing, Big data, Hadoop,
Spark, Optimization, Machine learning, Random forest

I. INTRODUCTION

APPLICATIONS for artificial intelligence [1], [2] are
increasingly diverse, and many of them are based on a

large amount of data (big data), especially in an industrial en-
vironment [3], [4], [5], [6]. Big data (BD) refers to extremely
large data sets that can be analyzed by computers to reveal
patterns, trends, and associations, particularly with respect
to human behavior and interactions [7]. The explosion of
data availability, increased storage capacity, and analysis
capability have given birth to the notion of BD [8]. Every
second, 29,000 ”gigabytes” of information are published
in the world, which is 2.5 ”exabytes” per day or 912.5
”exabytes” per year [9]. This volume of BD is growing at
a dizzying pace and is giving rise to new types of statistics
[10]. This gigantic amount of data is characterized by the
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following problems (5V’s): Volume, Velocity, Variety, Value,
and Veracity [11].

BD analytic functions include statistics [12], spatial analy-
sis [13], semantics [14], interactive discovery and visualiza-
tion [15]. Analytical models are used to correlate different
types and sources of data to create associations and make
relevant discoveries [16]. Unstructured and semi-structured
data types in Fig. 1 are generally not suitable for traditional
relational databases (RD) [17]. This is because they are
based on structured data sets. Moreover, RD cannot always
handle large data packages with frequent or even continuous
updates [18]. This is the case, for example, for stock market
transactions, the online activities of Internet users, or the
performance of mobile applications. So many organizations
that collect, process, and analyze large amounts of data are
turning to ”NoSQL” databases [19]. The best solution of BD
problems is to use the distributed system techniques [20]
which is a model whose components located on networked
computers communicate and coordinate their actions by
transmitting messages on a computer cluster like in Fig. 2
such as Hadoop Eco-system in Fig. 3 and its complementary
tools [21], [22], [23], including : ”YARN” [24], ”Map
Reduce” [25], Spark [26], HBase [27], Hive [28], Kafka [29]
and Pig [30]. These technologies form the basis of an open
source software infrastructure that supports the processing
of large and heterogeneous data sets on clustered systems.
Hadoop, displayed in Fig. 4, is an open source framework in
Java that enables distributed processing of large data sets on
clusters of commodity computers using simple programming
models [31]. In the Hadoop implementation, the program is
sent to the data, unlike traditional systems where the data is
sent to the program. In the latest version 3.3.x of Hadoop,
we find three essential components: Hadoop’s distributed file
system (HDFS) to manage data storage problems in Hadoop
clusters, ”YARN” for managing cluster resources, and ”Map
Reduce” as a data processing framework [32].

A. HDFS Architecture and Components

Hadoop clusters can read and write more than a ”terabyte”
of data per second, and HDFS, a distributed file system,
eliminates all the major drawbacks of traditional file systems
in terms of cost (no licensing and support fees), speed, and
reliability (HDFS copies data multiple times). HDFS in Fig.
5 allows user data to be stored in files, follows a hierarchical
file system with directories or files, and supports operations
such as create, remove, move, and rename.

HDFS provides the following access mechanisms: a Java
API for applications, Python access, a C language wrapper
for ”non-Java” applications, ”Web GUI” (content manage-
ment system) utilized through an ”HTTP” browser, and a
file system shell for executing HDFS commands.
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Fig. 1. Unstructured data is a collection of many different forms of data that are saved in their native formats, as opposed to structured data, which is
very particular and is stored in a preset manner.

Fig. 2. A group of computers that cooperate so that they can be perceived as a single system is known as a computer cluster.

B. YARN Architecture and Components

”YARN” (Yet Another Resource Negotiator) is a resource
manager designed to monitor and manage workloads, main-
tain a multi-tenant environment, manage Hadoop’s high
availability features, and implement security controls. It was
created by separating the processing engine and management
functions from ”Map Reduce”. Reduced data movement
(there is no need to move data between Hadoop and systems
running on different clusters), increased cluster utilization
(resources unused by one can be consumed by another), and
lower operational costs are just a few of the benefits offered
by ”YARN,” which takes care of providing computational
resources for application execution (there is only one ”do-
it-all” cluster to manage). The three important elements of
the ”YARN” architecture in Fig. 6 are the resource manager
(RM), the application master (AM), and the node manager

(NM).
The RM is the master, it runs several services, including

the resource scheduler. The AM negotiates resources so that
a single application runs in the first container allocated to it.
A container is a fraction of the NM capacity and is used by
the client for running a program. NM is the slave when it
starts; it announces itself to the RM and offers the working
containers requested by each AM to the RM. Each NM takes
instructions from the RM reports and handles containers on
a single node.

C. Distributed Processing in ”Map Reduce” (MR)

MR is a programming model in Fig. 7 that allows huge
data sets to be processed and analyzed simultaneously in a
logical manner in distinct clusters. While sorting the data,
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Fig. 3. The many parts of the Apache Hadoop software library are collectively referred to as the ”Apache Hadoop ecosystem,” which also contains
a wide variety of auxiliary tools and open source projects. The Hadoop ecosystem includes a number of well-known tools, such as HDFS, Hive, Pig,
”YARN”, Map Reduce, Spark, HBase, Oozie, Sqoop, Zookeeper, etc.

Fig. 4. This is a Hadoop ecosystem. Before 2012, users could write ”Map Reduce” programs using scripting languages. Since 2012 users could work
on multiple processing models in addition to ”Map Reduce” like in Fig. 3.

the map condenses it into logical clusters, removing useless
information while keeping the relevant one.

The MR execution process starts with the map phase (reads
assigned input split from HDFS, parses the input into records
as key-value pairs, applies the map function to each record,
and informs the master node of its completion). Then, the
partition phase begins (each mapper must determine which
reducer will receive each of the outputs, for any key, the
destination partition is the same as the number of partitions,
which determine the number of reducers). After that, the
shuffle phase (which fetches input data from all map tasks
for the portion corresponding to the reduce tasks bucket)
Then, the sort phase (merge and sort all map outputs into a
single run). Finally, the reduce phase applies the user-defined
reduce function to the merged data.

The essentials of each MR phase are as follows: the
number of reduce tasks can be defined by the users. Each

reduce task is assigned a set of record groups, that is,
intermediate records corresponding to a group of keys. For
each group, a user-defined reduce function is applied to the
recorded values. The reduce tasks are read from every map
task, and each read returns the record groups for that reduce
task. It is not possible to begin the reduction phase until all
mappers have finished processing.

D. MR Limits and Paper Architecture

We started our paper by introducing the notion of BD
and its different problems. Then, we presented Hadoop and
its major elements as well as a proposed solution. But in
reality, the MR model of Hadoop has several disadvantages
[33]. For example, the reduce phase cannot start until all
mappers have finished processing, and MR does not allow
writing complex processes consisting of several map and
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Fig. 5. HDFS architecture and components of Hadoop: Each file is split into a sequence of blocks. The metadata are kept in the NameNode and the data
are stored on the different DataNode.

Fig. 6. There are five steps involved in running an application by ”YARN”: the client submits an application to the RM, the RM allocates a container,
the AM contacts the related NM, the NM launches the container and the container executes the AM.

reduce phases because the data of each phase must be stored
in HDFS to be reused immediately afterwards in the next
phase. This takes a lot of time and space, as ”YARN” jobs
take a long time to start and run. What does it mean that
there is considerable latency.

To remedy this problem, Apache Spark (AS) has been
proposed as an alternative to Hadoop MR because it makes
much better use of the central memory of the machines in the
cluster and manages the chaining of tasks itself. In order to
further improve the efficiency of using AS, we present in this
article an optimization approach to be made in the process
of BD analyzing with AS. These optimizations lead to a
97.77% gain in exclusion time, which proves the efficiency

of the proposed approach.

The rest of this paper is organized as follows: The related
works section is composed of a presentation of AS and
some related works. The methodology section is composed of
different stages of our approach. We first proposed a manual
approach to define the database schema. Then, we proposed
a data allocation algorithm to better distribute the tasks to
be executed on the AS slots. Then, we used the cache to
save the data in the central memory for a higher reading
speed. Finally, we proposed to use a specific file format
called ”Parquet” to address the problems of loading data into
the cache. At the end of this paper, the results and discussion
section are presented.
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Fig. 7. Hadoop Map Reduce uses data when it works with user provided mappers and reducers. The data is read from files into mappers and emitted
by mappers to the reducers. The processed data is sent back by the reducers. Data emitted by reducers goes into output files.

II. BD ANALYSIS PROCESS WITH AS AND RELATED
WORK

Typically, BD analysts adopt the concept of a Hadoop
data pool [34]. In such architectures, data can be analyzed
directly in a Hadoop cluster so that it can be executed using
AS. Stored data must be properly organized, configured, and
partitioned [35], [36]. This way, good performance of ”ETL”
(Extract, Transform, and Load) tasks and analytical queries
can be achieved [37]. Once the data is ready, it can be
analyzed. This can be done using software with data mining
tools [38] or predictive analysis tools [39]. But also machine
learning [40] which uses algorithms to analyze large data
sets, as well as deep learning [41], a more advanced branch
of machine learning [42].

However, integrating BD tools into a coherent architecture
remains a challenge for many ”IT” and analytic teams.
That’s because they need to identify the right combination
of technologies. Then put the pieces together to meet their
data analysis needs.

A. Spark Resilient Distributed Data Set (RDD) vs Spark-
SQL

Spark RDD is an immutable collection of objects that
defines the data structure of Spark. Which is characterized
by the following features: lazy evaluation, coarse grained op-
eration, in memory computation, fault tolerant, partitioning,
persistent, immutable and location-stickiness [43]. The RDD
in Spark allows us to perform a lot of operations, such as
iterative algorithms, interactive data mining tools, inefficient
implementation of distributed shared memory (DSM), and
slower computation when distributed computing systems
store data in HDFS or Amazon S3 [44]. However, Spark
RDD has no optimization engine, which represents our
problems that we try to treat in this article.

Spark RDD supports many types of data: primitive (In-
teger, Character, Boolean), sequence (Strings, Lists, Arrays,
Tuples, Dicts, Nested), Java and Scala objects, and mixed
data. And the RDD can be created by three different ways
[45]:

1) Paralleled collections (RDDs are created by taking an
existing collection and passing it to the Spark context
parallelize method).

2) Existing RDDs (RDDs can be created from existing
RDDs by transforming one RDD into another one).

3) External Data (the external data set supported by
Hadoop, including the local file system, HDFS, Cas-
sandra, HBase, and many more (CSV, JSON, and text
files) can be loaded from an external storage system to
create RDDs).

4) Using the ”Parquet” format for data materialization in
the cache.

RDD supports two types of operations: transformation and
action.

1) Transformation allows us to create a new data set
using the existing one, and there are two types: narrow
transformation (is self sufficient, it is the result of map
and filter, such that the data is from a single partition
only) and wide transformation (is not self sufficient,
it is the result of group by key and reduce by key
like functions, such that the data can be from multiple
partitions).

2) Action allows us to return a value to the driver pro-
gram, after running a computation on the data set.
Actions are the RDD operations that produce non RDD
values [46].

To store the result of RDD evaluation, we can use two
techniques (which offer benefits in terms of cost and execu-
tion time): caching and persistence (see [47]). These RDDs
are connected together in the form of a graph named a
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directed acyclic graph (DAG), which groups the operations to
be performed on RDDs. To get around the drawbacks of the
DAG perspective, computation in MR is done as follows:
Data is read from HDFS, map and reduce operations are
applied to it, and the result is written back to HDFS. The
requirement for DAG in Spark was established [48].

The data in an RDD is split into various configurable
segments called ”partitions” (while running on a cluster, the
number of partitions by default is 2) of three types based
on size: hash partitioning, range partitioning, and custom
partitioning.

In this paper, we propose an approach for the optimal
configuration of the number of partitions to minimize the
execution time, which is related to the two types of schedul-
ing in Spark (scheduling across applications and scheduling
within applications).

Spark offers Spark-SQL a very clever ( is a module for
structured data processing that is built on top of Spark’s
core) mechanism that allows users to use the power of
”SQL” to query data [49]. Spark-SQL provides the following
capabilities for using structured and semi structured data: it
acts as a distributed SQL query engine, provides data frames
for programming abstraction, and can be used with platforms
such as Scala, Java, R, and Python. It allows users to query
structured data in Spark programs.

To process data using Spark-SQL, we must convert our
RDD to a Spark-SQL data frame. For example, we can use
the reflection based approach to automatically convert an
RDD with case classes to a data frame using a relational
schema. We show in this paper that this approach is relatively
too slow compared to the programmatic approach, which is
used when you cannot define case classes ahead of time.

B. Related Work

There are many works in the literature that adapt Spark to
the problem at hand in order to obtain a faster computational
speed when processing large data compared to the standalone
method. [50], [51], [52], [53], [54].

Yinan and all authors in [50] worked on wind speed
time series prediction to promote the use of wind energy.
However, traditional standalone methods are not able to
meet the requirements of BD environments. For this, they
proposed a hybrid distributed computing framework on AS
that divides wind speed BD into RDD groups and operates
them in parallel. The proposed module can accurately predict
the wind speed in several steps. In addition, the efficiency of
different components of the framework is verified. It is also
proven that the proposed distributed computing framework
has a faster computational speed when processing large data
sets.

Population-based ”meta-heuristic” algorithms are also
used to provide optimizations in the computational process
in AS. The authors of [51] used the whale optimization
algorithm (WOA), which is a recent artificial intelligence
meta-heuristic algorithm based on the feeding behavior of the
humpback whale bubble network, to improve performance
and reduce computational complexity in the AS context.
Similarly, the experimental results demonstrated the superi-
ority of the proposed implementation in terms of speed and
scalability.

In [52], the authors presented a distributed computing
method for accelerating the space-time linear ”K-function”
in AS, proposing four strategies for simplifying procedures
and accelerating distributed computing.

Our optimization approach for distributed computing pro-
cesses on the AS platform differs from others in that it is
universal, as it can be adapted to most big data analysis prob-
lems, is simple to implement, and offers a faster computing
speed.

III. METHODOLOGY

Our optimization methodology in Fig. 8 is composed of
the following four interventions:

1) Data importation process.
2) Data distribution algorithm to better exploit resources.
3) Cache configuration in the RAM to reuse the data.
4) Using the ”Parquet” format for data materialization in

the cache.

With a manual schema design technique, we start our proce-
dure by loading data as a Spark-SQL data frame from multi-
ple file systems. Then, a data frame partitioning mechanism
is used to bypass Spark’s default settings, which frequently
cause problems. The partitions must then be converted to
”Parquet” format and loaded into memory as RDDs. Finally,
configure the services for the in-memory cache.

A. Data Importation Process

Spark performs all data analysis operations in memory and
in real time. It only calls on disks when its memory is no
longer sufficient. This work in memory reduces the latency
between treatments, which explains this velocity. However,
Spark does not have its own file management system. It
needs to be provided with one, for example: HDFS, Informix,
Cassandra, Open Swift, or Amazon S3. It is advisable to
use it with Hadoop, which currently remains the best global
storage solution due to its more advanced administration,
security, and monitoring tools.

There are two ways to import data into Spark. The first
one, we use in the auto-detection of the schema. The second
one is that we indicate the database schema manually. We
performed a comparative study (to be detailed later) using a
database to select the appropriate data import approach. We
noticed that when we specify the database schema manually,
the execution time is improved by 97.7%.

Technically, Spark-SQL provides functions to read and
write a file or directory of files in ”CSV” format into a Spark
data frame. The option function can be used to customize the
read/write behavior, such as controlling the behavior of the
header, delimiter character, character set, etc.

The Spark-SQL API includes several classes to write
”SQL” queries using chained method calls. Data frame is the
main class; It defines the methods to be applied to the tables.
A data frame can be created either directly when loading data
or via an RDD, but a schema must be defined first. It should
be noted that a schema is a list of ”StructFields”, each of
which is a pair (name, type).
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Fig. 8. Description of the methodology: we start with the data import process, then the description of the data distribution algorithm, then the maturity
of the data in the cache, and finally the conversion of the RDD into ”Parquet” format.

B. Data Distribution Algorithm

An immutable, partitioned collection of objects that may
be processed in parallel is represented by a resilient dis-
tributed data set (RDD), which is the fundamental data
structure of Spark. RDD is partitioned on a fixed number
of partitions, or an default level of parallelism is used (the
number of partitions to use by default). The number of
partitions can increase or decrease the level of parallelism
in this RDD. Internally, this uses a shuffle to redistribute the
data.

To define an appropriate number of partitions, we propose
(Fig. 9) : to obtain information about the resources assigned
to the task from a resource manager such as ”YARN” and
to calculate the maximum number of cores for the container.
Then we set the new partition number to this maximum.

To get information about a specific container
for an application attempt we can use RM REST
API’s (Allow the user to get information about the
cluster, metrics on the cluster, scheduler information,
information about nodes in the cluster, and information
about applications on the cluster.) For example, the
following ”GET-HTTP” request ”http://rm-http-address:port/
/{appid}/appattempts/{appAttemptId}/containers/{contId}”
returns the maximum number of cores allocated to the job
for the container as an integer.

C. Configuration of the Cache in the RAM to Reuse the Data

For some workloads, it is possible to improve performance
either by caching data in memory or by enabling some ex-
perimental options. To cache tables in-memory using Spark-
SQL in columnar format we can call the Spark catalog cache
table or data frame cache. But to be more efficient, we need
to configure some parameters in Tab. I correctly.

D. Parquet Format for Data Materialization in the Cache

We use the cache in order to save the data in the memory
(RAM) for a higher reading speed. But this operation takes

relatively more time because we copy a file to RAM, which is
not an easy task. To remedy this problem, we propose to use
”Parquet” file format. Which is an open source file format
available to any project in the Hadoop ecosystem. Apache
”Parquet” is designed for efficient as well as performing flat
columnar storage format of data compared to row based files
like ”CSV” or ”TSV” files. Our data frames can be saved as
”Parquet” files, maintaining the schema information and the
result is also a data frame.

IV. CASE STUDY

In this case study, we developed an ML model to dis-
tinguish between genuine and fake emergency calls using
the default mode and the suggested method. We processed
this study using two data sets: fire incidents (FI) and San
Francisco open data on public safety (SFODPS). SFODPS
includes all fire unit responses to calls. Each record includes
the call number, incident number, address, unit identifier,
call type, and disposition. All relevant time intervals are also
included. Since this data set is response-based and most calls
involve multiple units, there are multiple records for each
call number. Addresses are associated with a block number,
intersection, or call box, not a specific address.

A. Data Set Description

FI in Fig. 10 includes a summary of each incident (non
medical) that the San Francisco fire department responded
to. The call number, incident number, address, number, and
type of each responding unit, call category (as determined by
dispatch), primary circumstance (field observation), actions
taken, and property damages are all included in each incident
report. This data set satisfies the 5 requirements (5Vs) of BD.
In a public safety framework for BD use, the importance of
the 5V can be illustrated as follows:

1) Volume: In the field of public safety, and especially for
firefighters, the volumes of data to be collected and
analyzed are considerable and constantly increasing.
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Fig. 9. This figure shows how to get information about the resources of a specific container by using the resource manager REST API to determine the
proper number of data partitions.

TABLE I
CONFIGURATION OF CACHE PARAMETERS RAM TO USE SPARK CATALOG CACHE TABLE

Parameters+ Default Meaning

Compression+ True When set to true Spark-SQL will automat-
ically select a compression codec for each
column based on statistics of the data.

Batch Size+ 10000 Controls the size of batches for columnar
caching. Larger batch sizes can improve
memory utilization and compression, but
risk OOMs when caching data.

Max Partition Bytes + 128 MB The maximum number of bytes to pack into
a single partition when reading files.

Open Cost In Bytes+ 4 MB The estimated cost to open a file, measured
by the number of bytes could be scanned
in the same time. This is used when putting
multiple files into a partition. It is better to
over estimated, then the partitions with small
files will be faster than partitions with bigger
files (which is scheduled first).

Shuffle Partitions+ 200 Configures the number of partitions to use
when shuffling data for joins or aggrega-
tions.

Analytics and geolocation practices, for example, are
areas that contribute to the explosion of data volume,
which needs to be augmented by data from connected
objects.

2) Velocity: More and more often, data must be collected
and processed in real time, such as for some uses of
predictive emergency calls on a website.

3) Variety: data can take many different and heteroge-
neous forms (voice, web analytics, text, images, etc.).

4) Veracity: The veracity or reliability of data is threat-
ened by declarative behavior (on forms), by the diver-
sity of collection points, by the multiplication of data
formats, and by false alerts.

5) Value: in the context of infrared obesity, it is a matter
of being able to focus on data that has real value and

is actionable.

B. Development Environment

We used the Data-bricks Community Edition [55], which
is the free version of the Data-bricks cloud-based BD
platform. Its users can access a microcluster as well as a
cluster manager and a notebook environment. Data-bricks is
an American enterprise software company founded by the
creators of Spark. The company also created ”Delta Lake,”
”MLflow” and ”Koalas,” open source projects that span data
engineering, data science, and machine learning. Data-bricks
develops a web based platform for working with Spark that
provides automated cluster management and Python-style
notebooks.
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Fig. 10. Extract from data set used.

Fig. 11. Automatic and manual data import modes: we can see that the automatic mode lasted 87 seconds, while the manual mode lasted only 2 seconds

Fig. 12. Concatenation of data sources to create a homogeneous data set.
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Fig. 13. A well-known machine learning method from the supervised learning approach is Random Forest. It can be applied to classification and regression
issues in machine learning. It is based on the idea of ensemble learning, which is the practice of integrating various classifiers to address a complicated
issue and enhance the model’s performance.

C. Database Import

As illustrated in Fig. 11, there are two methods for import-
ing data into Spark: The first one uses the auto-detection of
the schema. The second one is that we specify the database
schema manually. This allows us to reduce the execution
time from 1 minute and 27 seconds to only 2 seconds.

D. Full Data Scan

A complete scan of all the data allows us to know the total
number of records. This operation took us 35 seconds. In
order to minimize this execution time, we combine several
techniques. By default, Spark subdivides the database into
17 partitions. In our case, we will spread our data over 6
partitions in order to better distribute the tasks to be executed
on the Spark slots (3 slots). This allows us to exploit our
resources in a better way. Then we use the cache in order to
save the data in the RAM for a higher reading speed.

E. Materialize the Data in the Cache

This operation took much longer than before since we
were copying a ”CSV” file to RAM, which is not a smooth
task (6 minutes). To solve this problem, we have to use
the ”Parquet” file format. Our final execution time was only
0.43 seconds, demonstrating that these strategies do shorten
the time spent reading from the database and importing the
cache. Hence, an improvement of 4400% and a 97.77% of
time saving.

F. Machine Learning and Prediction

First, we need to join the two databases by adding a
column for false calls. The figures in Fig. 12 illustrate this
process. Then we prepare the processing pipeline and the
random forest learning algorithm for classification, like in

Fig. 13. It supports both binary and multiclass labels, as well
as both continuous and categorical features. The training did
not take much time since we used the ”SparkML” library,
which uses paralyzed machine learning algorithms. This
operation took 3 minutes for the whole data set.

V. CONCLUSION

Users want to use stream processing engines like Spark,
Flink, and Storm to feed data into Hadoop ecosystems and
execute real-time analytics on it. In addition, the develop-
ment of AI technologies has made BD intelligence software
simpler to use.

For many ”IT” and analytic teams, integrating BD tools
into a coherent architecture is still difficult. They must
determine the best technological fusion. They then assembled
the parts to satisfy their requirements for data analysis.

We have suggested a set of practices in this post that have
proven to be incredibly successful. We initially suggested
defining the database schema manually. Then, we propose
a data allocation algorithm to better distribute the tasks to
be executed on the Spark slots. Then, for faster reading, we
employ the cache to store the data in the memory (RAM).
Finally, we suggest using the ”Parquet” file format to address
the issue of loading data into the cache.

It should be underlined at the conclusion that despite the
BD mode’s significant expansion, the subject is still open
and has a number of untapped potentials.
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