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Abstract—This work introduces a new metaheuristic designed to solve high-dimension problems, namely multiple interaction-dual leader optimizer (MIDLO). There are two novel mechanics regarding this proposed metaheuristic. First, there are multiple interactions and movements during the guided search carried out by every agent in every iteration. Second, there are two references in every interaction: the global best solution and a randomly chosen solution. Meanwhile, a random search within the space is carried out by any agent that fails to improve its own solution after several consecutive trials. This work was financially supported by Telkom University, Indonesia.

In this work, MIDLO is tested to solve 23 classic functions so that its performance can be evaluated. In this test, MIDLO is competed with five swarm-based metaheuristics: particle swarm optimization (PSO), stochastic marine predator algorithm with multiple candidates (SMPA-MC), golden search optimizer (GSO), average and subtraction-based optimizer (ASBO), and guided pelican algorithm (GPA). The result indicates that MIDLO is better than these sparing metaheuristics, especially in optimizing the high-dimension functions. Overall, MIDLO is better than PSO, SMPA-MC, GSO, ASBO, and GPA in solving 20, 12, 15, 9, and 13 functions respectively. The result also indicates that the number of interactions has a positive relation with the performance while the effect of a maximum number of lives depends on the problem to solve.

Index Terms—optimization, metaheuristic, swarm intelligence, high dimension problem.

I. INTRODUCTION

A lot of real-world or practical problems can be categorized as optimization problems. These problems span a wide spectrum, especially in the engineering sector, such as transportation [1], energy [2], manufacture [3], electrical distribution [4], product assortment [5], aerospace design [6], and so on. This fact is highly related to the nature of human beings in achieving an objective or some objectives in the most efficient way.

Many optimizations deal with high-dimension problems. A high dimension problem can be described as a problem that consists of a lot of decision variables to adjust. Each variable can be independent or dependent among other variables. High-dimension problem is often found in many cases, especially in the operations research area. This problem can be found in a company that deals with a lot of suppliers or customers. It is also can be found in the manufacturer or production system that deals with a lot of products, for example, a manufacturer that deals with a lot of raw materials in producing some or many finished products. The other example is a department store that must order a lot of products. The purchasing manager should determine the quantity of each product that should be ordered.

Every optimization work should deal with objectives and constraints. The most common objective is minimization, such as minimizing production cost [7], make-span [8], consumed energy [9], travel distance [10], and so on. Meanwhile, some optimization works implement maximization as an objective, such as revenue or profit [11]. The constraint is often related to the limited resources used in the optimization work, such as capital, minimum or maximum order quantity, storage capacity, fleet size, and so on. Therefore, every optimization study consists of three important parts: objective, constraint, and optimization tool.

Many optimization studies used the metaheuristic method as their optimization tool. The popularity of metaheuristics comes from several aspects. First, metaheuristic uses a stochastic approach so that not all solutions in the solution space are traced [12]. The advantage is metaheuristic needs less computational resource or computational time [12]. Meanwhile, the consequence is that the global optimal solution is not guaranteed [12]. Second, the metaheuristic focuses on the objective and constraint so that the metaheuristic is flexible to solve various optimization problems with their own objective and constraint. Moreover, metaheuristic is also flexible for solving the problem where the dimension is spanned to a lot of dimensions. Third, nowadays, there are hundreds of metaheuristics ready to choose to solve any optimization problems.

The massive development of new metaheuristics in the recent decade is related to the nature of the stochastic approach. Many methods can be modified and combined to construct a new metaheuristic. Meanwhile, the searching behavior of metaheuristics is like the behavior of animals during searching for food, hunting, and foraging. This circumstance makes many shortcoming metaheuristics inspired by the behavior of many animals during hunting or
foraging, such as pelican [13], leopard [14], bird [15], wolf [16], ocean predator [17], goshawk [18], Komodo [19], butterfly [20], cheetah [21], honey badger [22], squirrel [23], red deer [24], and so on. Some metaheuristics were also inspired by some stochastic processes found in some classic games, such as dart games [25], puzzles [26], ring toss [27], shell games [28], and so on. Nowadays, many new metaheuristics were developed based on swarm intelligence. The reason is that swarm intelligence is proven better than a single solution or evolution-based metaheuristics. It is common in many works to propose a new metaheuristic using a genetic algorithm (GA) as one of the sparing metaheuristics only to prove that the proposed metaheuristic in these studies was better than GA.

This massive development of metaheuristics is also related to the nature of metaheuristics that does not trace all possible solutions. It makes there is not any metaheuristic suitable to solve all optimization problems as it was stated in the no-free-lunch theory [29]. The strength or weakness of any metaheuristic also depends on the problem it tries to solve [29].

A new metaheuristic can also be developed by hybridizing several existing metaheuristics. This development can be found in many optimization studies. The example is as follows. Yulmaz, Altun, and Koklu [30] hybridized simulated annealing (SA) and GA to improve the training process in the artificial neural network system. Dursun and Ozger [31] combined GA and variable neighborhood search in the multi-depot vehicle routing problem in the aviation industry. Adamuthe and Kagwade [32] combined the harmony search (HS) and SA to optimize the virtual machine placement in the cloud system.

Proposing a new metaheuristic is still interesting and challenging even though a lot of metaheuristics already exist. There are a lot of strategies that have not been explored yet. Meanwhile, many approaches can be combined or modified to build a new metaheuristic. For example, the core of any swarm intelligence-based metaheuristics is the existence of the reference used in the guided search. This reference can be the global best solution [15], the local best solution [17], several best solutions [16], the best solution in the current population, a randomly chosen solution, and so on. Meanwhile, the behaviors of each agent in the guided search are also various. Some metaheuristics are enriched with a strategy to escape from the worse solution. Moreover, proposing a new metaheuristic should not be purposed to outperform the existing metaheuristic.

The objective of this study is to propose a new metaheuristic to solve the high-dimension problem. This metaheuristic is built based on swarm intelligence, so this metaheuristic consists of a set of agents where each agent represents the solution. This agent tries to find the optimal solution autonomously so that there is not any centralized coordination. Meanwhile, collective intelligence and interaction among agents are needed to speed up the search process.

This proposed metaheuristic is called a multiple interaction-dual leader optimizer (MIDLO). This name comes from the distinct strategy adopted in this work. In MIDLO, each solution carries out multiple uniform interaction-based guided searches in every iteration. Meanwhile, two references are needed to construct the guided search in every interaction. The global best solution becomes the first reference while a randomly chosen solution becomes the second one. MIDLO is also enriched with a random search which is carried out if the guided search fails to improve the quality of the solution after several tries.

Based on the previous explanation, the contribution of this work is as follows.
1) This work proposes a new swarm-based metaheuristic which is designed to solve high dimension problems.
2) This work proposes distinct mechanics where each solution carries out multiple interactions in every iteration and each interaction is followed by a guided search.
3) This work proposes the adoption of the global best solution and a randomly chosen solution as the references in the guided search.
4) This work proposes a novel mechanism in random search where the random search is not carried out in every iteration but carried out after a solution fails to improve several times and a strict acceptance-rejection policy is implemented on it.

This work uses the classic 23 functions to evaluate the performance of MIDLO. These functions are chosen because they have represented various problems. These functions consist of 13 high-dimension functions and 10 fixed-dimension functions. These functions also cover both unimodal problems and multimodal problems. Moreover, these functions have been chosen in many studies proposing a new metaheuristic.

This paper is organized as follows. Section one explains the background, problem statement, research objective, and contribution of this work. Section two draws back the development of shortcoming metaheuristics, especially the ones that are based on swarm intelligence. Section three presents the concept and formalization of the proposed metaheuristic. Section four presents the test carried out in this work to evaluate the performance of the proposed metaheuristic. Section five discusses the in-depth and more profound analysis of the result and its relationship with the theory. Section six summarizes the conclusion and future studies regarding this current work.

II. RELATED WORKS

The development of many metaheuristics can be traced back to the core strategy of any metaheuristic: exploration and exploitation. Exploration can be defined as an effort to find the area where the global optimal solution exists within the solution space [12]. Meanwhile, exploitation can be defined as an effort to find a better solution around the current solution [12]. Both activities are crucial to tackle any problem faced by any metaheuristic. Exploration plays important role in tackling the local optimal entrapment while exploitation plays important role in finding the quasi-optimal solution. Moreover, some metaheuristics are proven in finding the global optimal solution.

The development of metaheuristics can also be traced back from the evolution of the single solution-based metaheuristic, population-based metaheuristic, to the swarm intelligence-based metaheuristic. Single solution-based metaheuristic, such as tabu search or simulated annealing is proven simple.
and has been used extensively in many studies in optimization. Then, the population-based metaheuristic was introduced to speed up the convergence as the optimization works become more complex. Moreover, the population-based metaheuristic is useful to diversify the solutions and provide better exploration rather than the single solution-based metaheuristic which usually depends on the neighborhood or local search. Genetic algorithm (GA) is an example of a population-based metaheuristic that is so popular and extensively used, combined, and modified.

### TABLE I

<table>
<thead>
<tr>
<th>Func.</th>
<th>Metaheuristic</th>
<th>The Reference during Guided Search</th>
<th>Number of Movements during the Guided Search</th>
<th>Random Variate</th>
<th>Worse Solution Avoidance</th>
<th>Acceptance-rejection Strategy</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>butterfly optimization algorithm (BOA)</td>
<td>the best solution in the current iteration</td>
<td>1</td>
<td>uniform</td>
<td>no</td>
<td>no</td>
<td>[20]</td>
</tr>
<tr>
<td>2</td>
<td>hybrid leader-based optimizer (HLBO)</td>
<td>the best solution in the current iteration, a randomly chosen solution, and the corresponding solution</td>
<td>1</td>
<td>uniform</td>
<td>yes</td>
<td>yes</td>
<td>[33]</td>
</tr>
<tr>
<td>3</td>
<td>cheetah optimizer (CO)</td>
<td>the global best solution, the best solution in the current iteration, and neighborhood solutions</td>
<td>1</td>
<td>uniform, normal, exponential, sinusoid</td>
<td>no</td>
<td>no</td>
<td>[21]</td>
</tr>
<tr>
<td>4</td>
<td>darts game optimizer (DGO)</td>
<td>the best solution in the current iteration and the worst solution in the current iteration.</td>
<td>1</td>
<td>uniform</td>
<td>no</td>
<td>no</td>
<td>[25]</td>
</tr>
<tr>
<td>5</td>
<td>election-based optimization algorithm (EBOA)</td>
<td>the best solution in the current iteration, the worst solution in the current iteration, and a randomly chosen solution</td>
<td>1</td>
<td>uniform</td>
<td>yes</td>
<td>yes</td>
<td>[34]</td>
</tr>
<tr>
<td>6</td>
<td>golden search optimizer (GSO)</td>
<td>the global best solution and local best solution</td>
<td>1</td>
<td>uniform, sinusoid</td>
<td>no</td>
<td>no</td>
<td>[35]</td>
</tr>
<tr>
<td>7</td>
<td>komodo milipir algorithm (KMA)</td>
<td>the best solution in the current iteration and several best solutions in the current iteration local best solution</td>
<td>1</td>
<td>Brownian motion, levy flight</td>
<td>no</td>
<td>no</td>
<td>[19]</td>
</tr>
<tr>
<td>8</td>
<td>marine predator algorithm</td>
<td>the best solution in the current iteration and a randomly chosen solution</td>
<td>2</td>
<td>uniform</td>
<td>no</td>
<td>yes</td>
<td>[17]</td>
</tr>
<tr>
<td>9</td>
<td>snow leopard optimization algorithm (SLOA)</td>
<td>the best solution in the current iteration and a randomly chosen solution</td>
<td>1</td>
<td>uniform</td>
<td>yes</td>
<td>yes</td>
<td>[14]</td>
</tr>
<tr>
<td>10</td>
<td>mixed leader-based optimizer (MLBO)</td>
<td>the best solution in the current iteration and a randomly chosen solution</td>
<td>1</td>
<td>uniform</td>
<td>yes</td>
<td>yes</td>
<td>[36]</td>
</tr>
<tr>
<td>11</td>
<td>multi-leader optimizer (MLO)</td>
<td>one of several best solutions in the current iteration</td>
<td>1</td>
<td>uniform</td>
<td>no</td>
<td>no</td>
<td>[37]</td>
</tr>
<tr>
<td>12</td>
<td>modified honey badger algorithm (MHBA)</td>
<td>the global best solution, adjacent solution</td>
<td>1</td>
<td>uniform, sinusoid</td>
<td>no</td>
<td>no</td>
<td>[22]</td>
</tr>
<tr>
<td>13</td>
<td>northern goshawk optimizer (NGO)</td>
<td>a randomly chosen solution</td>
<td>1</td>
<td>uniform</td>
<td>yes</td>
<td>yes</td>
<td>[18]</td>
</tr>
<tr>
<td>14</td>
<td>average and subtraction-based optimizer (ASBO)</td>
<td>the best solution in the current iteration and worst solution in the current iteration</td>
<td>3</td>
<td>uniform</td>
<td>partial</td>
<td>yes</td>
<td>[38]</td>
</tr>
<tr>
<td>15</td>
<td>puzzle optimization algorithm (POA)</td>
<td>a randomly chosen solution</td>
<td>1</td>
<td>uniform</td>
<td>yes</td>
<td>yes</td>
<td>[26]</td>
</tr>
<tr>
<td>16</td>
<td>random chosen leader-based optimizer (RSLBO)</td>
<td>a randomly chosen solution</td>
<td>1</td>
<td>uniform</td>
<td>yes</td>
<td>yes</td>
<td>[39]</td>
</tr>
<tr>
<td>17</td>
<td>ring toss game-based optimizer (RTGBO)</td>
<td>a randomly chosen solution among the best ten percent of the population</td>
<td>1</td>
<td>uniform</td>
<td>yes</td>
<td>yes</td>
<td>[27]</td>
</tr>
<tr>
<td>18</td>
<td>stochastic paint optimizer (SPO)</td>
<td>a randomly chosen solution from the best group, a randomly chosen solution from the mediocre group, a randomly chosen solution from the worst group, and two adjacent solutions</td>
<td>4</td>
<td>uniform</td>
<td>no</td>
<td>yes</td>
<td>[40]</td>
</tr>
<tr>
<td>19</td>
<td>pelican optimization algorithm (POA)</td>
<td>a random solution within the solution space</td>
<td>1</td>
<td>uniform</td>
<td>yes</td>
<td>yes</td>
<td>[13]</td>
</tr>
<tr>
<td>20</td>
<td>slime mold algorithm (SMA)</td>
<td>the best solution in the current iteration, the worst solution in the current iteration, and two randomly chosen solutions</td>
<td>1</td>
<td>uniform</td>
<td>no</td>
<td>no</td>
<td>[41]</td>
</tr>
<tr>
<td>21</td>
<td>this work</td>
<td>the global best solution and several randomly chosen solutions</td>
<td>multiple</td>
<td>uniform</td>
<td>yes</td>
<td>yes</td>
<td>-</td>
</tr>
</tbody>
</table>
Nowadays, many recent metaheuristics adopt swarm intelligence. In swarm intelligence, each solution in the population moves toward a reference autonomously through certain rules. This mechanism can be called as guided search. Particle swarm optimization is an example of an early metaheuristic that adopts swarm intelligence. Through many studies, swarm-based metaheuristic becomes more popular rather than single solution-based metaheuristics or evolution-based metaheuristics.

The popularity of swarm intelligence as a baseline for metaheuristics also comes from many methods that can be chosen during the guided search. Two parts can be explored in the guided search. The first part is the reference selection while the second part is the movement relative to this reference. Several alternatives that can be chosen as the reference are the global best solution, the best solution in the current iteration, the local best solution, several best solutions in the current iteration, and a randomly chosen solution. Meanwhile, several random strategies can be chosen, like a uniform random, normal distribution, levy flight, Brownian movement, sinusoid, and so on. Every strategy gives advantages and disadvantages.

Some metaheuristics apply a strict acceptance-rejection strategy while others do not. The strict acceptance-rejection strategy ensures the agent moves to the new solution only if it is better than the existing solution. This strategy gives the advantage that movement toward a worse solution is avoided. Meanwhile, the disadvantage is that a better solution after a worse solution may not be traced. The opposite condition can be found in metaheuristics that do not implement the strict acceptance-rejection strategy.

The list of shortcoming metaheuristics and their mechanics is presented in Table 1. The mechanics consist of the reference used during the guided search, several interactions during the guided search, random variate, the mechanism of avoiding the worse solution, and the acceptance-rejection strategy. The strategy and characteristics of MIDLO are presented in the last row to provide a clear position regarding this work.

Table 1 indicates that there are various methods proposed in every shortcoming metaheuristic. Meanwhile, most metaheuristics implement a single movement only during the guided search in every iteration. Some metaheuristics implement multiple movements but the number of movements during the guided search is static. Based on this circumstance, a room to explore a new metaheuristic where a solution carries out multiple movements during the guided search in every iteration and the number of movements can be adjusted manually is still available.

III. PROPOSED MODEL

The basic concept of MIDLO comes from two novel approaches: multiple interactions and dual leadership. In the multiple interaction approach, each solution interacts with multiple solutions in every iteration. In the dual leader approach, there are two references used in the guided search. The first reference is the best solution. The second reference is the randomly chosen solution. In MIDLO, there are two searches in every iteration. The first one is the guided search. The second search is the random search. The guided search is mandatory while the random search is optional. The number of lives is also introduced in MIDLO. The number of lives represents the opportunity for a solution to failing to improve in the guided search without carrying out the random search. In the beginning, the number of lives of each solution is set to maximum. Each time a solution fails to improve, then its number of lives decrements. When its number of lives reaches zero, the solution carries out the random search by generating a new solution randomly within the space. Then, its number of lives is reset to the maximum.

MIDLO consists of two phases: initialization and iteration. In the initialization phase, all solutions are randomly generated within the solution space. In the iteration phase, all solutions carried out multiple interactions. In every interaction, each solution chooses two guided search candidates. The first candidate is generated based on the guided search of the corresponding solution toward the best solution. The second candidate is generated based on the guided search of the corresponding solution relative to the randomly chosen solution. If the chosen solution is better than the corresponding solution, then the second candidate is generated based on the guided search of the corresponding solution toward the chosen solution. Otherwise, the second candidate is generated based on the guided search of the chosen solution toward the corresponding solution. The best candidate between the first candidate and the second candidate is chosen as the final candidate. If the final candidate is better than the corresponding solution use the final candidate as its new solution. Otherwise, the number of lives of the corresponding solution decrements. When the number of lives of a solution becomes zero, then this solution carries out the random search and its number of lives is reset to the maximum level. In the random search, a candidate is randomly generated within the solution space. If this candidate is better than the current solution, then the corresponding solution uses this candidate as its new solution. Each time a solution updates its value, this new solution is used to update the best solution. If the proposed solution is better than the best solution, then the best solution replaces its current solution with this new one.

The concept of MIDLO is then translated into the algorithm and mathematical model. The annotations used in this work are presented below. The algorithm of MIDLO is presented in algorithm 1 using pseudocode. Equation (1) to (9) represents the mathematical model.

\[ b_l, b_u \] lower boundary, the upper boundary  
\[ n_l \] number of lives  
\[ n_{\text{max}} \] maximum number of lives  
\[ n_{\text{int}} \] number of interactions  
\[ r_1 \] real random number between 0 and 1  
\[ r_2 \] integer random number between 1 and 2  
\[ s \] solution  
\[ S \] set of solutions (population)  
\[ s_{\text{sel}} \] chosen solution  
\[ s_{1} \] first candidate  
\[ s_{2} \] second candidate  
\[ s_{c} \] final candidate  
\[ s_{\text{rel}} \] chosen solution  
\[ t \] iteration  
\[ t_{\text{max}} \] maximum iteration  
\[ U \] uniform random
Below is the explanation of (1) to (9). Equation (1) indicates that in the beginning, the solution is randomly chosen within the solution space. Equation (2) indicates that the corresponding solution replaces the best solution only if this corresponding solution is better than the best solution. Equation (3) indicates that a solution is randomly chosen among the population to become the second leader. Equation (4) indicates that the first candidate is generated based on the guided search toward the best solution. Equation (5) indicates that there are two options related to the second guided search. The first option is the movement of the corresponding solution toward the best solution. The second option is the movement of the best solution toward the corresponding solution. Equation (6) indicates that the candidate whose fitness score is better to become the final candidate. Equation (7) indicates that the final candidate replaces the current solution only if this candidate is better than the current solution. Equation (8) indicates that the number of lives belonging to the corresponding solution decrements if the guided search fails to improve the current solution. Equation (9) indicates that in the random search, a new candidate is randomly generated within the problem space.

\[
\begin{align*}
    s &= U(b_1, b_2) \\
    s_{\text{best}} &= \{s, f(s) < f(s_{\text{best}}) \} \\
    s_{\text{sel}} &= U(S)
\end{align*}
\]

\[
\begin{align*}
    s_{c1} &= s + r_1 \cdot (s_{\text{best}} - r_2 \cdot s) \\
    s_{c2} &= \begin{cases} s + r_1 \cdot (s_{\text{sel}} - r_2 \cdot s), f(s_{\text{sel}}) < f(s) \\ s_{\text{sel}} + r_1 \cdot (s - r_2 \cdot s_{\text{sel}}), \text{else} \end{cases} \\
    s_c &= \begin{cases} s_{c1}, f(s_{c1}) < f(s_{c2}) \\ s_{c2}, \text{else} \end{cases} \\
    s' &= \begin{cases} s_c, f(s) < f(s) \\ s_\text{else} \end{cases} \\
    n_i' &= \begin{cases} n_i - 1, s' \geq s \\ n_i \text{ else} \end{cases} \\
    s_c &= U(b_1, b_2)
\end{align*}
\]

Based on algorithm 1, the complexity of MIDLO can be presented as \(O(t_{\text{max}}, n(S), n_{\text{max}})\). It means that the complexity of MIDLO is proportional to the maximum iteration, population size, or the number of interactions.

### IV. Simulation

MIDLO is then challenged to solve the optimization problem through simulation. In this work, the 23 classic functions represent the optimization problems. These functions cover all kinds of problems. They consist of seven high-dimension unimodal functions (functions 1 to 7), six high-dimension multimodal functions (functions 8 to 13), and ten fixed-size multimodal functions (functions 14 to 23). These functions cover problems with narrow to large problem spaces. These functions also cover problems that are simple and easy to solve to problems that have many locally optimal solutions.

In this work, MIDLO is competed with five other metaheuristics: PSO, stochastic marine predator algorithm with multiple candidates (SMPA-MC), GSO, ASBO, and guided pelican algorithm (GPA). All these metaheuristics are based on swarm intelligence. PSO represents the early metaheuristic, and it has been implemented in many optimization studies. The other metaheuristics represent the shortcoming metaheuristics that are proven better than PSO but still less popular.

Several parameters are set as follows. The population size is 10 and the maximum iteration is 50 which represents the optimization process with a low population and low iteration. This maximum iteration is in contrast with many works proposing a new metaheuristic where the maximum iteration was set to 1000, such as in the first introduction of NGO [18] or POA [13]. The dimension is set to 40. In MIDLO, the maximum number of lives and number of iterations is set to 5. In PSO, all weights are set as 0.3. In SMPA-MC, the fishing aggregate devices are set to 0.2 and the number of candidates is 5. The simulation result is presented in Table 2. Meanwhile, the comparison between MIDLO and the sparing metaheuristics based on the functions group is presented in Table 3.
Table 2 indicates that MIDLO performs as a competitive metaheuristic by achieving the acceptable solution in low population and low iteration circumstances. MIDLO is also superior compared to other sparing metaheuristics, especially in solving high-dimension problems. It can find the best result in solving nine functions. Meanwhile, its performance is not superior in solving the fixed dimension problem. MIDLO also performs inferior in solving three functions by producing the worst solution in solving these functions.

Second, the increase of maximum iteration does not affect the fitness score, or the effect is less significant. The first circumstance can be found in five functions. Meanwhile, the second circumstance can be found in eighteen other functions. Among these five functions, four functions are high dimension unimodal functions, and one function is fixed dimension multimodal function. The second circumstance can be seen as the convergence has been achieved in the low maximum iteration. It means that the higher maximum iteration does not change the result.

Table 3 strengthens the competitiveness of MIDLO compared with the five metaheuristics. MIDLO is better than PSO, SMPA-MC, GSO, ASBO, and GPA in solving 20, 12, 15, 9, and 13 functions respectively. PSO becomes the metaheuristic that is easiest to outperform while ASBO becomes the most difficult one. Table 2 also indicates the superiority of MIDLO is mostly in solving the high-dimension functions, whether they are in the first or second groups. On the other hand, MIDLO is less superior to SMPA-MC, GSO, ASBO, and GPA in solving the fixed-dimension multimodal functions. MIDLO is superior only to PSO in solving fixed-dimension multimodal functions.

The second test is to evaluate the performance of MIDLO in solving the 23 functions in the high iteration scenario. In this test, the maximum iteration is set to 100 and 150. Theoretically, higher maximum iteration may improve the performance of any metaheuristic. The result is presented in Table 4.

Table 4 indicates that there are two possible responses due to the increase in maximum iteration. First, the increase in maximum iteration decreases the fitness score significantly. The third test is carried out to evaluate the relation between the number of interactions and the fitness score. In this test, the number of interactions is set to 2 and 8. The first value represents the limited interaction carried out by each solution in every iteration. Meanwhile, the second value represents...
intensive interaction carried out by each solution in every iteration. Theoretically, more interaction may produce better performance, i.e., a lower fitness score. The result can be seen in Table 5.

Table 5 indicates that the increase in the number of interactions is less significant to the improvement of the algorithm's performance. Performance improvement due to the increase in the number of interactions occurs only in four functions \((f_1, f_2, f_4, \text{and } f_5)\). In these four functions, performance improvement is very significant. These four functions are unimodal. Meanwhile, in three functions \((f_3, f_6, \text{and } f_{11})\), stagnation occurs because the global optimal solution has been achieved in the low number of iterations circumstance. This result indicates that the increase in interaction is less significant in the multimodal functions.

The fourth test is carried out to evaluate the relation between the maximum number of lives and the algorithm's performance. Theoretically, a higher maximum number of lives gives more time for the solution still in the current solution although it fails to improve before moving randomly within the solution space. In this work, the maximum number of lives is set to 2 and 8. The first value means that the solution is forced to leave the current solution quickly when it fails to improve. Meanwhile, the second value means that the solution can stay on the current solution longer although it fails to improve. The result is presented in Table 6.

Table 6 indicates that there are three circumstances due to the relation between the maximum number of lives and the algorithm's performance. In most functions, the increase in the maximum number of lives does not affect the algorithm's performance. In three functions \((f_2, f_3, \text{and } f_{10})\), this circumstance occurs because the global optimal solution has been found. In five functions \((f_4, f_5, f_6, f_{11}, \text{and } f_{15})\), the increase in the maximum number of lives improves the algorithm's performance. In two functions \((f_1 \text{ and } f_7)\), the increase in the maximum number of lives worsens the algorithm's performance.

V. DISCUSSION

In this section, the in-depth and more profound analysis of the test result will be discussed. This discussion consists of three parts. The first part is the discussion regarding the performance of MIDLO and the comparison with the sparing metaheuristics. The second part is the discussion regarding hyperparameters. The third part is the limitation of this work and metaheuristic so that it will be useful as a baseline for future development.

Overall, MIDLO is a competitive metaheuristic, and it has met the main objective of solving high-dimension problems. Table 2 indicates that MIDLO is superior to the four sparing metaheuristics (PSO, SMPA-MC, GSO, and GPA) but still inferior to ASBO. Table 2 also indicates that multiple interaction and dual leader approaches adopted in MIDLO makes this metaheuristic superior to all sparing metaheuristics, especially in solving high-dimension problems, both unimodal and multimodal.

The competitiveness of MIDLO can be drawn back to its distinct mechanism compared to the mechanism adopted by the sparing metaheuristics. In PSO, each solution carries out one-time interaction with the local best solution and the global best solution [15]. In SMPA-MC, each solution carries out two sequential interactions [42]. The first interaction is with the local best solution and the second interaction is with two randomly chosen solutions [42]. In GSO, each solution carries out one-time interaction with the local best solution and the global best solution [35]. In ASBO, each solution carries out two-time interaction with the best solution and worst solution chosen in every iteration [38]. In GPA, the guided search referred only to the global best but with multiple candidates along the way toward the reference [43]. Choosing the global best solution and the randomly chosen solution as references for the guided search is useful, especially in solving the high dimension problems, both unimodal and multimodal.

The test result indicates that MIDLO performs well with limited resources or computation. The result has shown that
the acceptable solution, whether quasi-optimal or global optimal can be achieved in low population and low iteration circumstances. Moreover, this result can be achieved in a low number of interactions which means the computational process can be reduced. The test result has shown that a higher maximum iteration or the number of interactions improves the algorithm's performance significantly, especially in some high-dimension unimodal functions. But there is a question of whether the superior result regarding these functions is necessary. Besides, Table 1 has indicated that its superiority has been achieved in low population size and low maximum iteration. After that, increasing the population size or maximum iteration may not be necessary for the result but increases the computational process.

Based on the sensitivity analysis, the maximum iteration and number of interactions are more sensitive than the maximum number of lives. The increase in maximum iteration and number of interactions improves the algorithm's performance. But after passing a certain value, the increase of these two parameters does not improve the result significantly. Meanwhile, the response of the algorithm due to the increase in the maximum number of lives is variable. It depends on the problems it tries to solve. It means that the increase in the maximum number of lives does not guarantee performance improvement.

There are several limitations regarding this work and the proposed metaheuristic. First, MIDLO is still less competitive in solving the fixed dimension multimodal functions, except compared with PSO. Although the dimension is low, the area where the global optimal solution exists is difficult to find. This circumstance can be used as a baseline to improve the MIDLO. MIDLO adopts a strict acceptance-rejection approach in both guided search and random search. The improvisation can be carried out in many ways, for example by modifying the acceptance-rejection strategy or implementing another random search. Second, MIDLO has not been implemented to solve practical optimization problems, whether these problems are classics, such as the mechanical problem or optimal flow problem, or any other problems. Future research can be carried out by implementing MIDLO to solve any practical problems, whether numerical or combinatorial.

VI. CONCLUSION
This study has demonstrated that the distinct mechanics implemented in MIDLO is effective in solving the high dimension problems. These mechanics are especially on the multiple interactions and choosing both the global best solution and randomly chosen solution as references in the guided search. Through the test result, it is shown that MIDLO is superior to the sparing metaheuristics, especially in solving the high-dimension functions. MIDLO is better than PSO, SMPA-MC, GSO, ASBO, and GPA in solving 20, 12, 15, 9, and 13 functions respectively. Meanwhile, MIDLO is not superior in solving fixed-dimension multimodal functions.

This work has also suggested several areas that can be used in future research. The improvement or modification in the random search is important to make MIDLO superior in solving the fixed-dimension multimodal functions. Moreover, future research can also be conducted by using MIDLO to solve many kinds of practical optimization problems.
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