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Abstract—Over the past century, bankruptcy prediction has dominated economics headlines and continues to do so. An efficient way to deal with bankruptcy is to develop models that integrate multiple econometric measures and predicts a company’s financial status. Different methods have been proposed in this domain ranging from statistical algorithms to artificial intelligence models. A novel approach to bankruptcy prediction was proposed in this paper. The novel method incorporates an improved particle swarm optimization (PSO) approach for determining key features and optimizing the long short-term memory system for bankruptcy prediction. This paper employs self-learning and multi-learning strategies to develop the cognitive and social learning parts of the PSO algorithm. The PSO algorithm then determines the optimal LSTM parameters. Our final bankruptcy prediction approach combines optimal feature selection with the LSTM model. Therefore, an improved method of feature selection was developed for the LSTM model. The data for evaluation is available in the machine learning repository at the University of California Irvine. We compare our improved model with the ordinary LSTM model, and the results show better performances in all the metrics for the improved LSTM model compared to the other models.

Index Terms—bankruptcy prediction, particle swarm optimization, Long Short Term Memory, feature selection.

I. INTRODUCTION

The advancement of computing technology has caused massive amounts of data and information to accumulate. The amount of data available is overwhelming, and a large proportion of this data is yet to be understood. There is a gap between the available large volume of data and the understanding of the data itself [1]. An increase in data size leads to an inexorable decrease in people’s understanding of the data. Therefore, the issue of copious data but low information [1]. In recent years, big data analytics has been the driving force behind the advancement of artificial intelligence. As a result, data analysis will provide a vital contribution to building more sustainable societies. In finance, a large amount of real-time data, which includes transaction records, is generated. Analyzing the bankruptcy data will lead to the discovery of valuable insights.

Bankruptcy can happen to any enterprise. In reality, bankruptcy has many processes, forms, different results, and various consequences. The effects inspire research into the possibilities of methods and models that researchers can employ in predicting failure and determining what the future holds for businesses over the coming years.

Financial distress prediction (FDP) in the form of corporate failures and bankruptcies is more problematic than in the past due mainly to globalization and the interdependence of economies [2]. In addition, businesses and the economies of different countries are increasingly interdependent and interact intensively [2]. Therefore, a financial crisis can spread from one country to another and produce global effects in no time to all [2].

Horak et al [3] emphasized that a good prediction helps business owners and management with strategic and operational decision-making. However, predicting a company’s failure is difficult, especially during a crisis period [4], [5]. Bankruptcy prediction depends on the unique characteristics of a country, such as socio-economic and legal environments [6], [7]. Therefore, the adaptation of those models to the specific conditions of a country is a challenge [6], [7]. Despite this fact, especially in the context of global economics and financial instability, there is a need for generally valid models which transcend regionally localized prediction systems Horak et al [8] and Alaminos et al [9].

Researchers have previously used statistical tools and artificial intelligence tools [10], [11] for FDP. According to a study conducted by Barboza et al. [12] and Horak et al [13], traditional models created based on statistical methods are 10% less accurate on average than those constructed using machine learning algorithms. The rapid development and improvement of machine learning models in many other areas is another factor contributing to their popularity [14].

In statistical models, the functional relationships between variables, which are dependent and independent, are determined by the researcher [15]. In addition, traditional neural networks do not incorporate the "temporal effects" of past major events [15]. Artificial neural networks (ANN) cannot handle sequential data effectively. Hence, the introduction of deep learning [15].

Long short-term memory (LSTM) unit is a deep neural network and variant of recurrent neural networks (RNNs)
In the past years, there have been numerous studies on the bankruptcy prediction of organizations. Authors have developed several different predictive models based on various algorithms and variables. The goal of those predictive models by authors (early warning systems) is to employ past information/results to determine a company’s financial health. The studies by Altman [21] and Beaver [22] introduced the single-variable and multi-variable models. They paved the way for numerous subsequent research studies that focused on financial distress prediction. Several research studies and reviews have been conducted, and models were developed to reflect the specific condition of a particular country. In addition, companies from different economic sectors generally make up the data set. Lastly, models’ development relies on different methods.

In 1968, Altman [21] applied multivariate discriminant analysis to distinguish between solvent and insolvent firms. The early applied statistical models for FDP include linear discriminant analysis, multivariate discriminant analysis, quadratic discriminant analysis, logistic regression, factor analysis, probit analysis, and linear programming etc. However, there are limitations to these conventional statistical methods due to their strict assumptions regarding linearity, normality, and independence of predictors or input variables [23].

B. Deep Learning and hybrid approach to Financial Distress Prediction

Over the past few years, machine learning and artificial intelligence techniques have rapidly grown and proven to be more appropriate than conventional statistical models regarding failure prediction [23]. In comparison to traditional statistical methods, artificial intelligence is an efficient method to predict the financial state of a company as it does not depend on prior assumptions about how the variables affect the data.

Deep learning describes artificial neural networks (ANNs) where the input layer is interconnected with multiple hidden layers. In general, deep learning algorithms have received considerable attention because they demonstrated excellent predictability results in natural language processing (NLP) and image classification. Deep belief networks (DBN), convolutional neural networks (CNN), and recurrent neural networks (RNN) are examples of deep learning algorithms. This subsection presents the recent application of deep and machine learning models for bankruptcy predictions given by [24], [25], [26], [27], and [28].

Shetty et al [24] implement a very simple and user-friendly model to distinguish between bankruptcy and non-bankruptcy. Cao et al [25] applied the least absolute shrinkage selection operator (LASSO) to select financial ratios and develop a Bayesian network for bankruptcy prediction. Brygala [26] applied logistic regression for bankruptcy prediction and established that the prediction performance of the balanced sample compared to the imbalance sample is more effective using the logit model. Jabeur et al [27] employed the XGBoost algorithm for feature importance selection, and the results show an accurate prediction over traditional methods. Perez-Pons et al [28] employed attribute reduction by automated binary classification and metrics evaluation to solve the bankruptcy problem.

Luo et al. [29] investigate the performances of deep belief networks (DBN) with Restricted Boltzmann Machines for corporate credit scoring using CDS data sets. The performance criteria employed were accuracy, AUROC, FN, and
FP. The results show that DBN with RBM performed better among the models tested [29]. Yu et al. [30] employed a cascading hybrid model to solve the imbalanced data problem in credit classification. The cascading hybrid model combined a DBN with a support vector machine (SVM). The accuracy results achieved were above 80%–90% [30]. Models with DL showed good performance at predicting crises. Deep learning models were highly accurate than machine learning models [31].

III. THEORY AND METHODS

A. Long Short Term-Memory (LSTM)

A recurrent neural network (RNN) is a deep neural network used for modelling time series with long-range structural dependencies. RNN used the time delay and feedback connection features to import information from the previous time step to the present state. Therefore, the LSTM network will receive temporal sequences as input and produce temporal sequences as output [16], [32]. One of the challenges of RNN is its ineffectiveness in modelling relationships as the time distance grows between cause and effect. It means that RNNs are not effective for long-term dependency problems. One key feature of learning models is the ability to capture long-term dependencies. A Crisis does not depend only on the short-term economic context but the long-term context [16]. Therefore, LSTM networks were applied to the financial domain [16].

In 2017, Gilardoni [16] gave an overview of LSTM applications in the literature. LSTM has been found successful in the following areas: language modelling, natural language generation, machine translation, text classification, handwriting recognition/generation, video translation to natural language, anomaly detection, speech recognition, question-answering systems, image caption generation and Android mobile phones.

An LSTM network has a repeating module made of four connected layers known as the four gates [33]. These gates of the LSTM were developed from a sigmoid and a pointwise multiplication operation. These gates are optionally used to let information through; steps 1 to 4 give the equations of these gates [20]:

The forget gate is the gate that identifies the information that needs to be removed from the memory cell state.

\[ f^t = \sigma(W_f o^{t-1}, x^t) + b_f \] (1)

The input gate is the gate that decides, identifies and add new information to the memory cell state.

\[ i^t = \sigma(W_i o^{t-1}, x^t) + b_i \] (2)

\[ C^t = tanh(W_c o^{t-1}, x^t) + b_c \] (3)

Memory Cell updates the old cell state \( C^{t-1} \) into a new cell state \( C^t \) and stores some output.

\[ c^t = f^t * c^{t-1} + i^t * C^t \] (4)

The output gate is the gate that decides on the output. That is, what is the effects of the memory cell on the output of the LSTM cell.

\[ h^t = \sigma(W_h [o^{t-1}, x^t] + b_h) \] (5)

The weight matrices in the equations are denoted \( W_f, \) \( W_i, \) \( W_c \) at the forget gate, input gate and output gate respectively. The bias for the respective gates are given as \( b_f, b_i, \) and \( b_c. \) The output at time \( t \) is represented as \( x^t \) and the output at time \( t-1 \) is denoted as \( x^{t-1}. \)

B. Baseline Classification Model

The artificial neural network (ANN) is a technique that learns and generalizes from previous experiences. They are simulated like neurons in the human brain using mathematics modelling, and it is an efficient model for statistical pattern recognition [34], [35]. Bishop et al. [36] described ANN as a black box non-parametric classifier that does not need assumptions about the distribution densities. The ANN create an architecture that connects neurons among layers; the sets of input variables are mapped to the output variables [34], [37].

A decision tree (DT) is a supervised machine learning technique that employs the “divide-and-conquer” rule to split the data into leaves which denote outcomes, nodes are attributes, and the branches represent decision rules [38]. The root node represents the node with the highest information gain. The features are compared until no more attributes are available for partitioning [38].

Vapnik et al. [34] introduced the support vector machine (SVM) as a machine learning technique used for classification and regression problems (tasks). SVM is highly efficient for linearly separable and high-dimensional feature space data. SVM deals with the non-separable data by employing different kernel functions that transform the data into a higher-dimensional space and hence linearly separable [34].

C. Particle swarm optimization (PSO)

The concept of particle swarm optimization (PSO) is a new embranchment of swarm intelligence and an evolutionary algorithm. Kennedy, Eberhart [39], and Shi [40] attribute swarm-like movements to organisms in fenzied groups like birds and fish. PSO is based on swarm intelligence that simulates predation among birds or fishes [38]. PSOs allow particles to learn from one another through information-sharing mechanisms to develop a population. In a PSO algorithm, every solution to a given problem is considered a particle that flies through space. Scholars and researchers have shown a great interest in PSO because of its simplicity, easy implementation, fast convergence, strong manoeuvrability and few parameters that need to be adjusted. So far, PSO has proven to be successful in many fields: artificial neural network training [41], fuzzy system control [42], power systems [43], manipulator motion planning [44], optimal control [45], image processing [46], artificial neural networks [47].

Initially, random particles (solutions) are generated, and each fitness function is examined for an optimal solution [48]. During each iteration of the particle, there are two kinds of fitness values: first, there is pbest, which represents the best location of the particle based on the history of the person. Additionally, any particle within the population can
obtain a global best (gbest) value [49]. A particle updates its position based on two vectors. The position vector presents a particle’s position in a landscape, while the velocity vector shows the direction and intensity of the movement. After finding the pbest and gbest, the PSO updates its velocity and position.

1) Basic PSO Algorithm: Particles in the PSO algorithm have their trajectories. Therefore, each particle moves according to its position \(x_i\) and velocity \(v_i\) in the search space. Particle positions reflect the potential solutions, and they evolved according to fitness functions. In the d-dimensional search space, equations 8 and 9 are used to describe the particle positions and velocity, respectively, as given by [49]:

\[
X_i = [x_i^1, x_i^2, ..., x_i^D] \\
V_i = [v_i^1, v_i^2, ..., v_i^D]
\]  

(8)

(9)

During the search process, PSO employs the pbest, gbest and the current velocity to adjust the trajectory of the \(i\)th particle. Consequently, the velocity vector and position vector of particles along the \(d\) dimensions are updated using equations (8) and (9) as follows [49]:

\[
v_i^d(t + 1) = w_v v_i^d(t) + c_1 \text{rand}_1^d (pbest_i^d(t) - x_i^d(t)) \\
+ c_2 \text{rand}_2^d (gbest_i^d(t) - x_i^d(t))
\]  

(10)

\[
x_i^d(t + 1) = x_i^d(t) + v_i^d(t + 1)
\]  

(11)

The inertia weight \(w\) represents the percentage change in velocity, and it is used to maintain the direction. The acceleration parameters are \(c_1\) and \(c_2\) while \(\text{rand}_1^d\) and \(\text{rand}_2^d\) in the range of [0, 1] represent uniformly distributed random numbers. The \(pbest_i^d(t)\) denotes the personal history optimal position while the \(gbest_i^d(t)\) is the best position in the global history of the \(i\)th particle. There are different terms for each component: inertia which maintains the current velocity and direction; cognitive component or individual component here a particle swarm considers distances between her best location and her current location on a cognitive level; social component, the particle calculates the distance between its current location and the swarm’s best location found by the entire group. Generally, the best solution in a particle’s neighbourhood determines the social component of the PSO algorithm.

2) Improved PSO: A PSO algorithm performance can be improved by controlling the probability distribution of the population [49]. Learning strategies such as self-learning probability and multi-learning strategy led to an improvement of the basic PSO algorithm. A self-learning probability and multi-learning strategy are applied empirically to improve diversity in population and convergence speed.

A self-learning strategy is used for a particle to learn in the cognitive learning part of a PSO algorithm, and it must learn from its pbest only. Recall that pbest is the particle’s historical best position. However, a better particle swarm will not necessarily result from using the pbest within the current evolutionary search space. Consequently, there is an ineffective utilization of information available from the best particles. Self-learning strategies provide a way to improve the cognitive learning part of this algorithm. The fitness function is employed to evaluate the pbest, and all particles in the personal best solution will learn stochastically from any better particles. Following the self-learning strategy, pbest can be expressed as \(pbest_i^d\) for the \(i\)th particle on dimension \(d\) [49]. Thus, the \(pbest_i^d\) can be substituted into equation (10) to replace the cognitive learning part \(pbest_i^d\).

Multilearning strategy: The gbest is the social learning part of equation 10, which improves the convergence speed, but the diversity of particles in the population is diminished. Hence, the particles gravitate toward the local optimal region. The global search capabilities of the PSO algorithm depend on population diversity. A multi-learning strategy is employed to update the velocity to enhance the social component of equation 10. Therefore, the need to develop an improved PSO.

Based on self-learning and multi-learning strategies, the pbest and gbest of the cognitive and social components can be replaced with \(pbest_i^d\) and \(gbest_i^d\), respectively. That is, \(pbest_i^d\) and \(gbest_i^d\), replaced with \(pbest_i^d\) and \(gbest_i^d\), respectively.

We can write the velocity updating equation (10) as:

\[
v_i^d(t + 1) = w_v v_i^d(t) + c_1 \text{rand}_1^d (pbest_i^d(t) - x_i^d(t)) \\
+ c_2 \text{rand}_2^d (gbest_i^d(t) - x_i^d(t))
\]  

(12)

IV. PROPOSED METHOD

The process involves the collection of the bankruptcy dataset, preprocessing, finding the best features using PSO, the LSTM architecture, optimizing PSO parameters, splitting of the dataset in the ratio of training set 70% and testing set 30% and evaluating the results. These stages are illustrated in Figure 1.

A. Classifiers

Figure 1 depicts the experimental process. At the initial stage, no feature selection method was applied to the data sets. These classifiers are the baseline models for this research work. They include ANN, DT, SVM and LSTM.

Table I contains the various data sets, such as Australian and Polish data. The research applied SMOTE technique to the Polish data set. Therefore, Table I also includes the data sets after the application of SMOTE on the Polish data set.

B. Collection of data sets

The data sets are from the repository of the UC Irvine Machine Learning. These are Australian credit and Polish data sets. The Australian data has 690 instances and 14 attributes. The Australian data is balanced. Therefore, the oversampling technique is unnecessary, and the data link is given as https://archive.ics.uci.edu/ml/datasets/Statlog (Australian+Credit+Approval). The Polish data has 1000 companies, where 19.4% of them were bankrupt between 2000-2012, and the non-bankrupt companies were evaluated from 2007 to 2013. In the first year, the Polish data set had 271 bankrupted companies and 6756 non-bankrupts. Polish data contains 7027 instances and 64 attributes. The Polish data set is imbalanced and has high dimensionality. One important evaluation metric for imbalanced data is AUC [50]. First, we generated synthetic samples of the
attributes in the minority class using the synthetic minority over-sampling technique (SMOTE) method. The SMOTE method allows for the addition of a few copies of each instance from an underrepresented class. In addition, an oversampling technique that up-sampled the minority class was applied and compared with the SMOTE application.

**TABLE I**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Total Instances</th>
<th>No of Attributes</th>
<th>Minority Class</th>
<th>Majority Class</th>
<th>IR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australian Data</td>
<td>690</td>
<td>14</td>
<td>307</td>
<td>383</td>
<td>0.80</td>
</tr>
<tr>
<td>Polish Data</td>
<td>7027</td>
<td>65</td>
<td>271</td>
<td>6756</td>
<td>0.040</td>
</tr>
<tr>
<td>Polish + SMOTE</td>
<td>11092</td>
<td>65</td>
<td>4336</td>
<td>6756</td>
<td>0.64</td>
</tr>
<tr>
<td>Polish + UP-Sample</td>
<td>11092</td>
<td>65</td>
<td>5546</td>
<td>5546</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table I summarizes the data sets. It shows the summary of the Australian credit and Polish bankruptcy data sets before and after the application of SMOTE. The IR represents the minority class ratio. The Australian data is balanced, while the Polish data is highly skewed, hence the application of SMOTE operation to make the data balanced.

**C. Performance Measures**

There are several evaluation metrics proposed in the literature for measuring classifier performance. These metrics evaluate or measure the ability of the learning algorithms. In most cases, accuracy is the metric used for performance evaluation. However, accuracy is not a suitable metric for an imbalanced data set because the effect of the negative course on the classification rate (accuracy) is higher than the positive course of instruction. Hence, there is a need to employ other metrics for the performance assessment of classification algorithms for an imbalanced data set. The performance metrics used in this paper are computed from the confusion matrix.

Accuracy measures the ratio between the positive results and the overall data set, while error is the amount of incorrectly classified data. Recall or sensitivity refers to the proportion of correctly classified positive instances, and specificity measures the true negative results. Precision is a measure of exactness; it determines the rate of positive prediction over total positive instances. A systematic measure that includes both precision and recall is the F-Measure.

The receiver operating characteristic curve (ROC curve) is a chart that demonstrates the diagnostic capability of a binary classifier over a range of discrimination threshold values. The ROC curve explains whether the model is able to distinguish between true positives and true negatives classes.

Kappa statistics K measures the true agreement achieved that is not the result of chance [51]. In this metric, the agreement level between observations is reported quantitatively and useful when dealing with either binary or multiclass classification problems. \( P_o \) is the probability of agreement observed, while \( P_e \) is the probability of agreement expected by chance [51].

Matthews correlation coefficient (MCC) is a metric that determines the quality of the classification problem, and its values typically range between -1 and +1. As the MCC becomes closer to +1, the classification task becomes more accurate. G-mean determines the sensitivity and specificity ratios of classification. It gives a sense of the overall performance of the model. Computation time is the time the model
takes to complete execution.

Type I error occurs when a bankrupt company is classified into a non-bankrupt group. Table II gives the mathematical expressions for the performance metrics used in this paper and the equation for the MCC given by [52] as:

\[
MCC = \frac{(TN \times TP) - (FN \times FP)}{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}
\]

(13)

where TP, FP, TN, FN denote True Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN) respectively.

D. Data Preprocessing

To avoid bias in the dataset, we perform the following preprocessing operations: (1) The missing values are replaced with the mean and mode values of the data. (2) Remove outlier data. (3) Normalization: The data is normalized to remove the dimensional influence between indexes and accelerate the gradient descent speed for optimal solution generation. Normalization follows the following principle:

\[
\hat{x} = \frac{x - \min(x)}{\max(x) - \min(x)}
\]

(14)

where the maximum and minimum values of \(x\) are represented as \(\min(x)\) and \(\max(x)\) respectively.

E. Feature Selection

The data set needs to be cleaned of redundant and irrelevant attributes. Feature selection is a filter that mutes ineffective characters of the data set. Therefore, we opted to use an improved particle swarm optimization and the filter method as feature selection methods. The filter method assigned a relevant score to each feature in the data set and ordered them according to their relevance score.

Features with high scores are selected, while low scores are eliminated. We applied the improved PSO for feature selection using learning strategies based on self-learning and multi-learning strategies to obtain the cognitive and social components. It means that we substituted the cognitive and social learning components of the PSO algorithm with the improved equation: \(p_{best}^{ci}\) and \(g_{best}^{si}\) replaced with \(p_{best}^{ci}\) and \(g_{best}^{si}\) respectively. The algorithm drops the features that have zero contribution to the classification process. Table III shows the attributes after PSO feature selection process.

F. LSTM Architecture

In this research, we employ the LSTM model, and the experimental framework is implemented in Google collaboration using the Python deep learning library KERAS. For the configuration, the size of the swarm and the maximum number of iterations for the PSO are set to 5. The lower and upper bounds are set from 1 to 31 for the PSO configuration.

V. RESULTS AND DISCUSSION

A. Results

1) Baseline Classifiers: The baseline model results summarized in Table IV are based on the performance metrics employed in section IV (C). It shows the baseline classifiers performed well on the Polish data, while the kappa statistic and AUC values justify the need for improvement to derive the best bankruptcy prediction. The AUC of 0.856 indicates the model has an 86% chance of differentiating between positive and negative classes. The same interpretation is true for the other AUC values. The overall experimental outcome showed that the baseline DT model is better than other models, with an accuracy of 86%.

<table>
<thead>
<tr>
<th>Models</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>Kappa St.</th>
<th>AUC</th>
<th>MCC</th>
<th>G-mean</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>0.856</td>
<td>0.976</td>
<td>0.901</td>
<td>0.624</td>
<td>0.865</td>
<td>0.831</td>
<td>0.842</td>
<td>0.965</td>
</tr>
<tr>
<td>SVM</td>
<td>0.855</td>
<td>0.827</td>
<td>0.827</td>
<td>0.808</td>
<td>0.908</td>
<td>0.827</td>
<td>0.827</td>
<td>0.827</td>
</tr>
<tr>
<td>MLP</td>
<td>0.827</td>
<td>0.910</td>
<td>0.891</td>
<td>0.827</td>
<td>0.931</td>
<td>0.842</td>
<td>0.827</td>
<td>0.827</td>
</tr>
<tr>
<td>LSTM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In addition, the baseline models in Table IV include metrics such as the matthews correlation coefficient (MCC), the G-means and computation time. The time refers to the model execution time, where the DT takes a few seconds for execution, and the LSTM model takes hours before completion. Figure 3 compares the accuracy of all the models with and without SMOTE application, and Figure 4 shows the MCC graph for all the models.

2) Improved LSTM-PSO Classifier: Table V presents the improved LSTM-PSO model results and compares the results to the baseline LSTM model. Table V shows the application of SMOTE and the PSO feature selection on the Polish data set. The results showed the positive impact of the SMOTE and PSO application on the LSTM model. The kappa value of 0.94 for LSTM-PSO models on the scale of 0-1 [53] suggests that the actual and predicted classes are in considerable agreement. Furthermore, this is an affirmation of the 96% accuracy that was achieved. The LSTM-PSO model with SMOTE applied has the best accuracy for the Polish data set. Table V shows an AUC of 0.99, which means that the model can distinguish between classes effectively. Figure 5 shows the ROC-generated curve after SMOTE application for the improved LSTM-PSO model.

<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy</th>
<th>Max Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>Kappa St.</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0.902</td>
<td></td>
<td>0.902</td>
<td>0.902</td>
<td>0.902</td>
<td>0.902</td>
<td>0.902</td>
</tr>
<tr>
<td>LSTM + PSO</td>
<td>0.950</td>
<td>0.950</td>
<td>0.950</td>
<td>0.950</td>
<td>0.950</td>
<td>0.950</td>
<td>0.950</td>
</tr>
</tbody>
</table>

G. LSTM Feature selection Optimized with Improved PSO

We improved the PSO by adopting the learning strategy. Therefore, the pbest and gbest of the cognitive and social components were replaced with \(p_{best}^{ci}\) and \(g_{best}^{si}\) respectively. Figure 2 illustrates the optimized LSTM architecture with improved feature and parameter selection. PSO algorithm is being implemented with Pytswarm for this research. An experimental framework is implemented in
### TABLE II  
**PERFORMANCE METRICS**

<table>
<thead>
<tr>
<th>Metric</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td>[ \frac{TP + TN}{TP + TN + FP + FN} ]</td>
</tr>
<tr>
<td><strong>Error</strong></td>
<td>[ 1 - \frac{FP + FN}{TP + TN + FP + FN} ]</td>
</tr>
<tr>
<td><strong>Precision</strong></td>
<td>[ \frac{TP}{TP + FP} ]</td>
</tr>
<tr>
<td><strong>G-mean</strong></td>
<td>[ \frac{TP}{TP + FN} \times \frac{TN}{TN + FP} ]</td>
</tr>
<tr>
<td><strong>Recall/Sensitivity</strong></td>
<td>[ \frac{TP}{TP + FN} ]</td>
</tr>
<tr>
<td><strong>F-Measure</strong></td>
<td>[ 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} ]</td>
</tr>
<tr>
<td><strong>Kappa statistics</strong></td>
<td>[ K = \frac{(P_l - P_e)}{(1 - P_e)} ]</td>
</tr>
<tr>
<td><strong>Type 1 error</strong></td>
<td>[ \frac{FP}{FP + TN} ]</td>
</tr>
</tbody>
</table>

**Fig. 2.** LSTM optimized with PSO.

**Fig. 3.** Accuracy for the Models (ACC).

**ACC without SMOTE Application**

**ACC with SMOTE Application**
TABLE III
THE PSO SELECTED FEATURES

<table>
<thead>
<tr>
<th>ID</th>
<th>Description</th>
<th>ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>X2</td>
<td>total liabilities/totals assets</td>
<td>X33</td>
<td>operating expenses/short-term liabilities</td>
</tr>
<tr>
<td>X5</td>
<td>cash + short-term securities + receivables - short-term liabilities × 365</td>
<td>X34</td>
<td>operating expenses/total liabilities</td>
</tr>
<tr>
<td>X6</td>
<td>retained earnings/totals assets</td>
<td>X35</td>
<td>profit on sales/total assets</td>
</tr>
<tr>
<td>X8</td>
<td>book value of equity/totals liabilities</td>
<td>X37</td>
<td>current assets - inventories/long-term liabilities</td>
</tr>
<tr>
<td>X12</td>
<td>gross profit/short-term liabilities</td>
<td>X38</td>
<td>constant capital/total assets</td>
</tr>
<tr>
<td>X14</td>
<td>gross profit + interest/total assets</td>
<td>X39</td>
<td>profit on sales/sales</td>
</tr>
<tr>
<td>X15</td>
<td>gross profit + depreciation/total liabilities × 3.65</td>
<td>X41</td>
<td>profit on operating activities + depreciation × 365</td>
</tr>
<tr>
<td>X16</td>
<td>gross profit + depreciation/total liabilities</td>
<td>X42</td>
<td>profit on operating activities + sales</td>
</tr>
<tr>
<td>X17</td>
<td>total assets/totals liabilities</td>
<td>X43</td>
<td>rotation receivables + inventory turnover in days</td>
</tr>
<tr>
<td>X19</td>
<td>gross profit/sales</td>
<td>X44</td>
<td>receivables × 365</td>
</tr>
<tr>
<td>X20</td>
<td>inventory × 365/sales</td>
<td>X45</td>
<td>net profit/inventory</td>
</tr>
<tr>
<td>X21</td>
<td>sales (n)/sales (n-3)</td>
<td>X48</td>
<td>EBITDA (profit on operating activities - depreciation) × total assets</td>
</tr>
<tr>
<td>X23</td>
<td>net profit/sales</td>
<td>X52</td>
<td>short-term liabilities × 365/cost of products sold</td>
</tr>
<tr>
<td>X24</td>
<td>gross profit in 3 years/total assets</td>
<td>X53</td>
<td>equity/total assets</td>
</tr>
<tr>
<td>X27</td>
<td>profit on operating activities/financial expenses</td>
<td>X55</td>
<td>working capital</td>
</tr>
<tr>
<td>X28</td>
<td>working capital/Fixed assets</td>
<td>X57</td>
<td>(current assets - inventory - short-term liabilities)/(sales - gross profit - depreciation)</td>
</tr>
<tr>
<td>X29</td>
<td>logarithm of total assets</td>
<td>X58</td>
<td>total costs/total sales</td>
</tr>
<tr>
<td>X30</td>
<td>(total liabilities - cash)/sales</td>
<td>X59</td>
<td>long-term liabilities/equity</td>
</tr>
<tr>
<td>X32</td>
<td>(current liabilities × 365)/cost of products sold</td>
<td>X60</td>
<td>sales/inventory</td>
</tr>
<tr>
<td>X62</td>
<td>(short-term liabilities × 365)/sales</td>
<td>X64</td>
<td>fixed assets/bankruptcy status after 5 years</td>
</tr>
</tbody>
</table>

We applied two different feature selection methods called PSO and filter gain. In addition, there are two oversampling techniques; SMOTE and Up-sampling methods. Table VI shows the improved LSTM feature selection at different SMOTE applications. Table VI shows the output results of the models at different percentages of the SMOTE application. The Results showed better performance in the feature selection at 100% for both PSO and filter gain methods.

TABLE VI
IMPROVED LSTM FEATURE SELECTION AT DIFFERENT SMOTE APPLICATION.

<table>
<thead>
<tr>
<th>Model</th>
<th>SMOTE</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>Kappa M</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM + PSO</td>
<td>100%</td>
<td>0.93</td>
<td>0.90</td>
<td>0.89</td>
<td>0.39</td>
<td>0.90</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>0.95</td>
<td>0.90</td>
<td>0.93</td>
<td>0.26</td>
<td>0.91</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.97</td>
<td>0.90</td>
<td>0.95</td>
<td>0.21</td>
<td>0.93</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>0.98</td>
<td>0.90</td>
<td>0.96</td>
<td>0.15</td>
<td>0.94</td>
<td>0.99</td>
</tr>
<tr>
<td>LSTM + Filter</td>
<td>100%</td>
<td>0.92</td>
<td>0.90</td>
<td>0.96</td>
<td>0.35</td>
<td>0.90</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>0.94</td>
<td>0.90</td>
<td>0.97</td>
<td>0.22</td>
<td>0.92</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.95</td>
<td>0.90</td>
<td>0.96</td>
<td>0.19</td>
<td>0.93</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>0.96</td>
<td>0.90</td>
<td>0.97</td>
<td>0.15</td>
<td>0.93</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Figures 6 and 7 show the confusion matrix (CM) for the improved LSTM model at 100% SMOTE application. The CM show the miss-classification of data in the algorithm. According to Figure 6, the LSTM-filter selection gain models isolated legitimate bankrupt and non-bankrupt companies at 100% SMOTE applications; however, the model made quite a few mistakes in the bankruptcy prediction. Figure 7 depicts the CM for the LSTM-PSO model at 100% SMOTE application. The LSTM-PSO model has a better confusion matrix Figure 7 compared to Figure 6. Therefore, the LSTM-PSO model achieved the optimal performance for the bankruptcy prediction at 100% SMOTE application, as shown in Table VI.

3) Results on Australian Credit and Polish Bankruptcy data sets: Tables VII depicts the results of various classifiers on the Australian credit data set. The results are intriguing because feature selection generally improves the prediction accuracy of the classifiers beyond that of the baselines. However, the classification process after feature selection does not always imply that they can offer lower Type I errors than the baselines.

In addition, the PSO-based feature selection method produced the highest prediction accuracy over the LSTM model. However, the filter feature selection method over the LSTM model has the best Type 1 error. Overall, the PSO selection performs better than the filter, and the findings are supported by Hua et al. [54] that wrapper-based approaches which include PSO may outperform filter-based ones.

Over the Polish bankruptcy data set depicted in Table VIII, the outcomes demonstrate that PSO feature selection approaches typically outperform filter-based ones and the baseline models. In particular, the PSO feature selection has the highest accuracy and the least Type I error on all the models employed.

However, on average, for the Polish data set, implementing feature selection improves the performance of the classifiers relative to those without feature selection in terms of predic-
Fig. 4. MCC for all Models.

Fig. 5. Improved LSTM-PSO Model AUC-ROC Curve.

B. Discussion

1) The impact of feature selection on the classifiers: This section discusses the impact of feature selection on classification approaches based on Tables VII and VIII results.

DT: In most situations, the DT classifier outperforms the baseline model when paired with feature selection. The only exception is the application of feature selection techniques based on filters to the Australian data set. Precisely, the DT classifier performs better with the PSO-based than the filter-based method. Performing feature selection has the potential to improve DT performance. This result is consistent with the improvement in accuracy over the two data set employed. DT classifier is sensitive to feature selection.

SVM: Over the two data sets presented, the combination of the feature selection process with linear SVM does significantly outperform the baseline SVM model. However, baseline SVM produced the best Type 1 error over all the classifiers employed for the Australian data. SVM performs better when employed on filter-based than PSO-based feature
Fig. 6. Confusion matrix for the LSTM-filter model at 100% SMOTE Application.

Fig. 7. Confusion matrix for the LSTM-PSO model at 100% SMOTE Application.
TABLE VII
PERFORMANCE EVALUATION OF VARIOUS CLASSIFIERS ON THE AUSTRALIAN DATA SET

<table>
<thead>
<tr>
<th>Model</th>
<th>Metric</th>
<th>PSO-Feature selection (%)</th>
<th>Filter-Feature selection (%)</th>
<th>Baseline (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>Accuracy</td>
<td>74.25</td>
<td>72.08</td>
<td>72.38</td>
</tr>
<tr>
<td></td>
<td>Type 1 error</td>
<td>20.98</td>
<td>17.50</td>
<td>17.49</td>
</tr>
<tr>
<td>SVM</td>
<td>Accuracy</td>
<td>70.88</td>
<td>71.46</td>
<td>70.81</td>
</tr>
<tr>
<td></td>
<td>Type 1 error</td>
<td>15.00</td>
<td>18.64</td>
<td>13.18</td>
</tr>
<tr>
<td>MLP</td>
<td>Accuracy</td>
<td>74.03</td>
<td>72.45</td>
<td>71.66</td>
</tr>
<tr>
<td></td>
<td>Type 1 error</td>
<td>22.53</td>
<td>19.45</td>
<td>20.44</td>
</tr>
<tr>
<td>LSTM</td>
<td>Accuracy</td>
<td>77.18</td>
<td>75.27</td>
<td>73.15</td>
</tr>
<tr>
<td></td>
<td>Type 1 error</td>
<td>16.55</td>
<td>21.34</td>
<td>19.55</td>
</tr>
<tr>
<td>Avg.</td>
<td>Accuracy</td>
<td>74.09</td>
<td>72.76</td>
<td>72.00</td>
</tr>
<tr>
<td></td>
<td>Type 1 error</td>
<td>18.77</td>
<td>19.23</td>
<td>17.67</td>
</tr>
</tbody>
</table>

TABLE VIII
PERFORMANCE EVALUATION OF VARIOUS CLASSIFIERS ON THE POLISH DATA SET

<table>
<thead>
<tr>
<th>Model</th>
<th>Metric</th>
<th>PSO-Feature selection (%)</th>
<th>Filter-Feature selection (%)</th>
<th>Baseline (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>Accuracy</td>
<td>91.73</td>
<td>90.26</td>
<td>85.18</td>
</tr>
<tr>
<td></td>
<td>Type 1 error</td>
<td>7.11</td>
<td>7.86</td>
<td>12.70</td>
</tr>
<tr>
<td>SVM</td>
<td>Accuracy</td>
<td>84.10</td>
<td>84.65</td>
<td>83.52</td>
</tr>
<tr>
<td></td>
<td>Type 1 error</td>
<td>10.01</td>
<td>10.14</td>
<td>10.12</td>
</tr>
<tr>
<td>MLP</td>
<td>Accuracy</td>
<td>89.92</td>
<td>88.63</td>
<td>82.65</td>
</tr>
<tr>
<td></td>
<td>Type 1 error</td>
<td>7.21</td>
<td>7.05</td>
<td>13.24</td>
</tr>
<tr>
<td>SVM</td>
<td>Accuracy</td>
<td>96.54</td>
<td>95.87</td>
<td>85.00</td>
</tr>
<tr>
<td></td>
<td>Type 1 error</td>
<td>6.58</td>
<td>5.99</td>
<td>10.18</td>
</tr>
<tr>
<td>Avg.</td>
<td>Accuracy</td>
<td>90.57</td>
<td>89.85</td>
<td>84.09</td>
</tr>
<tr>
<td></td>
<td>Type 1 error</td>
<td>7.72</td>
<td>7.76</td>
<td>11.56</td>
</tr>
</tbody>
</table>

The SVM classifier has some weights applied to the input features. In other words, higher weights are assigned to important input attributes. Consequently, it is essential to execute feature selection.

MLP: Over the two data sets, the combination of feature selection and MLP outperform the baseline MLP model. Therefore, the MLP performance is improved by feature selection. In MLP construction, the weights assigned to the attributes cause overfitting during the classifier training phase. Consequently, the appropriate feature selection methods will reduce overfitting and improve the model’s accuracy.

LSTM: The feature selection combined with the LSTM classifier generates a good improvement over the baseline LSTM model with regard to accuracy and Type 1 error over the two data sets. The PSO-based feature selection produces the highest accuracy for both data sets. However, for Type 1 errors, the filter-based feature selection method performs best for Polish data, and PSO-based feature selection is the best for the Australian data set.

2) The best way to combine classifiers and feature selection techniques: This section discusses the ideal ways to combine the classifiers with feature selection techniques for the two data sets employed.

Australian data set: In this data set, the three best-combined feature selection and classifiers in terms of accuracy are PSO + LSTM, Filter + LSTM, and PSO + DT. On the other hand, the SVM baseline model produced the minimum Type 1 error, followed by PSO + SVM and PSO + LSTM. The best-combined feature selection and classifier for this data set is PSO + LSTM. Therefore, feature selection has a significant influence on this data set.

Polish data set: In this data set, the combinations that significantly upgrade the results of the prediction are PSO + LSTM, filter + LSTM, PSO + DT, and filter + DT. The two combinations that offer the maximum rates of prediction accuracy and the least error are PSO + LSTM and filter + LSTM respectively. Precisely, PSO + LSTM is the second position for the error rate. Therefore, PSO + LSTM is the ideal combination method for the Polish data.

In summary, there is no definitive solution for the optimal feature selection approach and classification strategy across the two data sets. Although, choosing the best feature selection methods enhanced the performance of the models. The average prediction outcomes for accuracy and Type I error as shown in Tables VII and VIII.

Overall, the improvements in the performance produced by PSO on Australian and Polish data sets are 2.09% and 7.25% respectively. The filter-based feature selection method generates a prediction improvement of 0.76% and 5.76% for the Australian and Polish data set respectively. These results show the significance of selecting the appropriate feature selection methods to combine with the right classifiers.

VI. Conclusions

This study presented novel feature and parameter selection methods in financial distress prediction. In our models, we
show the basic idea and a prototype of employing PSO and filter gain for features and parameter selection in the LSTM algorithm for bankruptcy prediction. First, we applied the baseline machine learning algorithms such as ANN, SVM, DT and LSTM to the data set and obtained results.

The introduction of SMOTE, up-sampling technique, PSO, and information gain filter for feature selection methods enhance our models. Furthermore, we applied the learning strategies to the PSO feature selection method to improve the performance of the classifiers.

Further study would employ more feature selection methods and additional data sets to allow comparison. In addition, we would consider classifier ensembles compared with the single classifiers. It will also include the implementation of synthetic feature generation from the original features. It will allow studying the data features before the PSO algorithm for feature selection purposes.
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