
 

  

Abstract—The issue of missing data is a significant problem 

in time series. There have been various imputation techniques 

recommended for handling missing data. Among them, 

univariate imputation methods are frequently preferred for 

their adaptability. Nevertheless, in the case of multivariate time 

series data where the variables are interrelated, these methods 

tend to eliminate critical information. In such cases, 

multivariate imputation methods, such as Vector 

Autoregressive-Imputation Method or more commonly known 

as VAR-IM, are more suitable since they can enhance 

imputation accuracy by leveraging information from other 

variables. To further improve imputation accuracy, a modified 

VAR-IM called VAR-IMMA was introduced. The objective of 

this study was to assess and compare the effectiveness of the 

original VAR-IM method and the newly proposed VAR-IMMA 

method through the use of simulation studies. The simulation 

was repeated 100 times at different proportions of missing data 

from 5% to 30%. The data used were the monthly inflation rate 

of 82 cities in Indonesia from January 2014 to December 2019. 

The performances of each methods were evaluated by 

measuring RMSE and MAE. The results show that VAR-

IMMA performs similarly to VAR-IM in data with 5% missing 

data. But, for larger percentages of missing data, the VAR-

IMMA performs better with lower values of RMSE and MAE. 

 
Index Terms—missing data imputation, moving average, 

VAR-IMMA, vector autoregressive model 

 

I. INTRODUCTION 

EAL-LIFE data are rarely clean. One of the most 

common problems in data quality is missing data, which 

can be caused by various factors such as respondent non-

compliance, technical problems during data recording, 

unavailability of complete information, or lack of knowledge 

[1], [2], [3]. Not only is it the most common problem in data 

quality, but it is also one of the most critical problems, 

particularly in time series datasets because of the 

interconnectivity of data points over time. Therefore, time 
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series with missing data generally have to be pre-processed 

before further analysis [4]. 

There exist multiple approaches to address missing data, 

with the listwise deletion technique being among the 

simplest and most direct techniques [5]. This technique 

removes any observation with missing values. However, the 

technique is not a viable option for dynamic modeling, such 

as multivariate time series data modeling, as the removal of 

data can reduce the number of variables and the length of the 

series. In contrast, in dynamic modeling, all data are 

fundamental to estimating the current value so that they can 

affect the estimation of the model. For this specific reason, 

imputation methods are often preferable. In the imputation 

method, the missing data from all available data is re-entered 

into the missing data [6]. 

Previously, numerous imputation methods have been 

proposed. Among the methods, the relatively simple and 

adaptive methods are univariate imputation methods. 

Methods such as interpolation or moving average [7] are 

categorized as univariate imputation methods since the 

imputation can only be carried out in one variable at once. 

While flexibility is generally advantageous, it can be a 

drawback when handling multivariate time series data, 

particularly when the data exhibits high correlation among 

the variables. In such cases, multivariate imputation methods 

such as Vector Autoregression Imputation Method (VAR-

IM) [8] are more likely to have better imputation accuracy. 

VAR-IM is an iteration process of handling missing data 

based on a vector autoregressive model. Therefore, an initial 

imputation must be performed to form an initial model. One 

of the techniques to define the initial imputation is a simple 

imputation [8]. Based on that, this study aimed to compare 

existing VAR-IM and the newly proposed method which 

accommodate moving average (MA) in the initial 

imputation. The newly proposed method is called as VAR-

IMMA (Vector Autoregressive Imputation Method Moving 

Average). 

II. MULTIVARIATE TIME SERIES MODELING  

In this study, the imputation process is based on VAR 

models. There are five modeling stages used which are 

stationarity testing using Augmented Dickey-Fuller (ADF) 

test [9], [10], [11]; cointegration testing [12]; determining 

the optimum lag [8], [13], [14]; parameter estimation [15], 

[16], [17]; and evaluation of the best model [18], [19], [20]. 
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A. Vector autoregressive models 

According to [9], [12], [21], [22], [23], [24],  Vector 

Autoregressive model (VAR) is a regression system 

consisting of equations in which each variable, including 

itself, is regressed against other variables at the preceding 

time point. Its general form with order p, VAR(p), is 

presented in (1). 
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,
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is an 1n( )  intercept vector, i
A  is an (n x n) coefficient 

matrix, and 1 2
,( , ),

t t t nt
u u u u =  is an 1n( )  white noise 

vector [24]. 

Dealing with non-stationary data that has one or multiple 

cointegration relationships is possible using a Vector Error 

Correction Model (VECM). VECM general form is shown 

in (2). 
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Where   is a difference operator, that is 1t t t
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y

−  is an 1n( )  first lag variable vector, 0
A  is an 

1n( )  intercept,   is an kn( )  cointegration coefficient 

matrix, i
  is an nn( )  coefficient matrix of the i-th 

variable, with 1,2, , 1i p= − , and t
u  is an 1n( )  error 
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B. The VAR (1) model for two variables 

A two-variable VAR(1) model can be written as (3). 
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Time index t is 1 2, , ,t T= . The first equation can be 

decomposed as (4). 
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Similarly, the second variable can be decomposed as (5). 
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Equations (4) and (5) can also be written as matrices (6). 
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So that, (4) and (5) can be simplified as (7). 

 

Y WA u= +  (7) 

 

C. Stationary test 

The hypothesis that will be tested in the ADF test is as 

follows. 

0
H : data contains unit root or is not stationary ( 0A = ) 

1
H : data does not contain unit roots or is stationary ( 0A  ) 

Meanwhile, the test statistic used in the ADF test is shown 

in (8). 

 

statistic

A

A
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ˆ

ˆ
 (8) 

 

Where Â  is the estimated value of the intercept A , and 
Â

  

is the standard deviation of Â . 0
H  is rejected if 

5%p value  =−  , which means that the observed time 

series data is stationary [9], [24]. Non-stationary data can be 

converted to stationary data using differencing [11]. 

 

D. Optimal lag  

Determining the optimal lag of a VAR model is generally 

done using information criteria, such as the last error 

prediction (FPE), Hannan-Quinn (HQ), Schwarz (SC), and 

Akaike (AIC) [8]. Equation (9) to (12) provide the 

mathematical representation of these criteria. 
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22
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T
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Where ( )  is a covariance matrix. T  and s are 

consecutively the numbers of observations and variables, 

while p  is the lag. The lag with the smallest criteria value is 

the optimal lag [13], [14]. 
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E. The goodness of multivariate time series models 

The Root Mean Squared Error (RMSE) and Mean 

Absolute Error (MAE) are commonly employed metrics to 

evaluate a model goodness. Each metric has its 

characteristics; therefore, combining both metrics will 

complete each other [18], [19]. RMSE and MAE are 

calculated based on the formulas in (13) and (14). 
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Here, t represents the time index, ty  represents the observed 

value, ty  represents the corresponding estimated value, and 

n denotes the total number of observations. 

 

III. MISSING DATA PROBLEMS 

Based on [24], [6], [25], there are three types of missing 

data: missing completely at random (MCAR), missing at 

random (MAR), and missing not at random (MNAR). 

Missing data in MCAR does not depend on the data value or 

variable, meaning each observation has the same likelihood 

of missing. On the other hand, in MAR type, each 

observation within the same group has the same likelihood 

of missing, but each observation between different groups 

has a different likelihood of missing, which means that the 

missing data in MAR type is related to other observed data. 

On the contrary, missing data in MNAR type is related to the 

value itself. 

VAR-IM, as an imputation method, uses expectation 

maximization (EM) algorithm. In estimating parameters, the 

algorithm works interactively based on maximum likelihood 

[26] when some variables are incomplete. As detailed in [8], 

[6], [25], the iterative process of EM consists of two steps: 

the expectation step (E-step), and the maximization step (M-

step). During the E-step, missing data is imputed by 

calculating expected values based on the available 

information. In the subsequent M-step, the model parameters 

are estimated by maximizing the likelihood of the observed 

and imputed data. Both steps are repeated until convergence, 

or the maximum iteration is reached.  

 

IV. METHODOLOGY 

This study used monthly inflation rate data of preserved 

fish (PF), fresh fish (FF), and vegetables (VG) from 82 cities 

in Indonesia from January 2014 to December 2019, 

provided by the Central Bureau of Statistics (BPS) of 

Indonesia. The simulation is performed using R and repeated 

100 times for each proportion and each city. Fig. 1 shows 

the simulation flowchart. 

 

 
 

The simulation process is  divided into these three stages: 

1) Randomly set some proportions of data become missing 

which satisfies MCAR assumptions. Data removal is 

performed on several missing proportions (5%, 10%, 

15%, 20%, 25%, and 30%). A city will later be 

randomly chosen as a study case. 

2) Impute the missing data using VAR-IM and VAR-

IMMA. 

3) Evaluate the imputation accuracy using RMSE and 

MAE. The performance evaluation is also based on the 

stability of the performance of the two ways at various 

proportions of missing data. 

V. RESULT AND DISCUSSION 

VAR models requires complete observations, so as VAR-

IM. Consequently, the initial imputation plays a vital role in 

VAR-IM accuracy. Different initial values can lead to 

 
Fig. 1. The simulation flowchart 
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different VAR models, which can lead to different 

imputation results.  

Previous studies have proposed various imputation 

methods, one of which is interpolation. The original article 

of VAR-IM also used interpolation as in the initial 

imputation technique [8]. Interpolation may work well as an 

initial imputation if the data is linearly patterned. However, 

when the data are volatile, it raises a research question about 

whether a linear approach can still work well. Based on this 

question, we proposed a simple development using moving 

average as the initial imputation method. Moving average is 

chosen for its ability to follow data fluctuations when the 

data are volatile. This development will then be referred to 

as VAR-IMMA. 

 

A. Comparison between linear interpolation and moving 

average  

Linear interpolation is obtained by drawing a straight line 

from the last observed data to the first observed data after 

the missing data. Based on [27], imputation by linear 

interpolation for missing data in period , tt y , is calculated 

using (15). 

 

( )
( )st t

t t sb sb

st t

y y
y p y

p
p

p
−

−
+

−
=  (15) 

 

tp  refers to the index of the data that is missing and will be 

imputed. sbp  refers to the index of the most recent observed 

data. stp  refers to the index of the first observed data after 

the missing data. sby  is the value of the most recent 

observed data, while sty  is the value of the first observed 

data after the missing data. 

On the other hand, moving averages are obtained by 

averaging values within a time window. We used 

exponential moving average (EMA) defined by [27] as the 

initial imputation method, which can be calculated using 

(16). 
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t is the time index to be imputed,   is a constant, which in 

this study, is equal to 0.5 = . k is an integer representing 

the window length. 2k =  means EMA will be calculated 

using two observations before and two observations after the 

missing value to be imputed. For cases where data are lost 

sequentially, EMA is calculated using the non-missing 

value(s) only. If all values within the time window are 

missing, the time window is to be expanded, a period before 

and a period after the former time window, until there are at 

least two non-missing values [27].  

Table I and Table II illustrate the comparison between 

linear interpolation and EMA. Table I shows data with 

MCAR values, while Table II shows the imputation results. 

 

 

 
Here are the more detailed calculation that was used to 

obtain imputation in Table II. Based on (15), linear 

interpolation on the sixth value in column PF can be 

calculated as follows. 

 

( )
( )

( )
7 5

6 6 5 5

7 5

6

6

( 0.24 0.88)
(6 5) 0.88

(7 5)
0.32

y y
PF p p

p p

PF

P

y

F

−
= −

−
−

−

+

−
= − +

=

 

 

Meanwhile, the imputation on the same missing data using 

EMA can be calculated as follows. 
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B. Handling missing data using VAR-IM and VAR-IMMA 

Instead of linear interpolation, EMA is used as the initial 

imputation in VAR-IMMA. EMA is chosen because the 

method can follow data fluctuations better in data with 

votality. Fig. 2 shows the flowchart of VAR-IMMA. 

TABLE I 

ILLUSTRATION OF DATA WITH MCAR VALUES 

X PF FF VG 

1 0.60 1.57 0.91 

2 0.37 2.33 6.33 

3 0.22 1.75 1.46 

4 0.42 -0.15 NA* 

5 0.88 0.65 -2.94 

6 NA* 0.46 -0.40 

7 -0.24 NA* 4.97 

8 0.11 NA* 0.21 

9 0.39 2.60 -4.01 

10 1.37 0.03 -0.60 

*NA = Missing data 

TABLE II 

COMPARISON OF IMPUTATION RESULTS  

BETWEEN LINEAR INTERPOLATION AND EMA 

X PF FF VG 

1 0.60 1.57 0.91 

2 0.37 2.33 6.33 

3 0.22 1.75 1.46 

4 0.42 -0.15 
-0.74* 

0.49** 

5 0.88 0.65 -2.94 

6 
0.32* 

0.30** 
0.46 -0.40 

7 -0.24 
1.19* 

1.06** 
4.97 

8 0.11 
1.90* 

1.43** 
0.21 

9 0.39 2.60 -4.01 

10 1.37 0.03 -0.60 

* Linear Interpolation 

** EMA 
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The algorithm of VAR-IMMA shown in Fig. 2 is  as 

follows: 

1) Calculate the initial imputation using EMA. A time 

window sized 2k (k previous and k after the missing 

value) has to be defined where k is a pre-specified 

integer. If all values within the time window are 

missing, expand the time window by 2 observations, 1 

before and 1 after the current time window, until there is 

at least two present value. 

2) Using the initial imputed data, find the optimal VAR(p) 

model. The fitted data will be used to initiate 

Expectation-Maximization (EM) algorithm, while the 

coefficient matrix will be used to determine 

convergency. 

3) E-step: impute missing data using the fitted data. 

4) M-step: reestimate the best VAR(p) model based on the 

updated data from E-step. 

5) Repeat steps (2) and (3) until a convergency is reached, 

that is, if the differences between the current and 

previous coefficient matrices are less than a pre-

specified threshold. 

6) If a convergency is reached, perform a forecasting 

process on the missing data using the convergent model 

to estimate the final imputed data. 

 

The mean of 100 randomly repeated simulations was 

calculated and shown in Table III. Table III compares the 

accuracy of the proposed VAR-IMMA and the original 

VAR-IM methods. 

 

 
 

Table III shows that, on average, the proposed VAR-

IMMA has better accuracy in all proportions. The accuracy 

of the mean RMSE and MAE values presented in Table III 

is supported by the consideration of value ranges and 

outliers in the simulated data, as depicted in Fig. 3. The 

lower RMSE mean values also indicate that VAR-IMMA 

can deal with outliers better than the original VAR-IM 

method. More detailed RMSE and MAE values are shown in 

Fig. 4. 

 

 
Fig. 3. Illustration of data distribution of five citiers with the highest 

variance out of the 82 simulated cities 

TABLE III 

COMPARISON OF IMPUTATION ACCURACY 

Missing 

Data 

Proportion 

RMSE MAE 

VAR-IM 
VAR-

IMMA 
VAR-IM 

VAR-

IMMA 

0.05 4.79 4.72 3.54 3.49 

0.10 5.45 5.30 3.93 3.82 

0.15 6.12 5.89 4.42 4.23 

0.20 6.97 6.69 5.05 4.83 

0.25 7.93 7.53 5.75 5.45 

0.30 8.91 8.39 6.48 6.10 

 

 
Fig. 2. Flowchart of VAR-IMMA 
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Fig. 4 shows that RMSE and MAE are more varied as the 

missing proportion increases. Not only does VAR-IMMA 

has a lower median on RMSE and MAE distribution, but 

VAR-IMMA also has less variance in RMSE and MAE 

distribution than VAR-IM. This result shows that VAR-

IMMA has better imputation results in terms of accuracy, 

either based on MAE or RMSE. Moreover, VAR-IMMA’s 

accuracies are constantly better despite the increase in 

missing data proportion, indicating more stable imputation 

results than VAR-IM’s. 

Fig. 4 only shows the overall comparison between the two 

methods. Such comparison without further explanation may 

be misleading since both methods are not compared case by 

case. It is possible that VAR-IMMA has lower RMSE and 

MAE distributions but has much lower RMSE and MAE 

values in some cases, which is not an ideal condition for an 

imputation method.  

Fig. 5 and Fig. 6 complement the evaluation of Fig. 4 by 

comparing VAR-IM and VAR-IMMA case by case. Fig. 5 

presents a graphical representation of the number of times 

that each method achieves the best performance, as 

determined by the lowest RMSE or MAE. On the other 

hand, Fig. 6 illustrates the improvement in accuracy if VAR-

IMMA is used instead of the original VAR-IM method. 

Each boxplot in Fig. 6 represents 100 simulations, excluding 

some outliers for better clarity. 

Fig. 5 indicates that the more significant the missing 

proportion, the more frequent VAR-IMMA becomes the best 

method. Roughly 60% of cases have better imputation 

accuracy if imputed using VAR-IMMA.  

While the proportion may not sound that much, the 

comparison in Fig. 6 shows that the boxplots are positive-

skewed, indicating that the proposed VAR-IMMA can 

increase the imputation accuracy up to around 15% of the 

original accuracy, especially in data with larger missing 

proportions. Fig. 6 also shows some cases where the 

improvements are negative, meaning that VAR-IM is more 

accurate, but the negative improvements are around 0%.  

  
(a) (b) 

Fig. 5. Frequency of each method as the optimal method based on (a) RMSE and (b) MAE 

  
(a) (b) 

Fig. 4 The accuracy of VAR-IM’s and VAR-IMMA’s imputations of 100 simulations based on (a) RMSE and (b) MAE 
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These simulation results lead to the conclusion that VAR-

IMMA outperforms the original VAR-IM method. In the 

worst cases, VAR-IMMA accuracy can be similar to the 

accuracy of VAR-IM. However, VAR-IMMA can reduce 

the RMSE and MAE to around 15% in at least 60% of cases. 

It can also be concluded that the more significant the missing 

proportion, the better the accuracy of VAR-IMMA 

compared to VAR-IM. 

 

C. Application of the best method 

As a study case, VAR-IMMA will now be used for a

 simulation. A random city is chosen among the 82 cities. 

The simulation is similar to the previous simulation, 

consisting of three stages. Fig. 7 compares the imputed data 

and the actual data. 

Fig. 7 illustrates the imputation results of VAR-IMMA, 

showing that the imputation data often overlap with the 

actual (missing) data. The imputation results of missing data 

on each variable seem to have approached the omitted data. 

Overall, the imputation data are relatively close to the actual 

data. This relatively close estimation is also indicated by the 

RMSE and MAE values shown in Table IV. 

 

 

 

 
Fig. 7. The comparison between the imputed values and the actual (missing) values of Watampone City. 

  
(a)    (b) 

Fig. 6. Improvement (%) of impuation accuracy in each 100 simulations cases based on (a) RMSE and (b) MAE 
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Considering the range of the data, RMSE of 1.75 and 

MAE of 1.24 are small. These small values show that the 

imputation results are accurate. Not only are the imputation 

results accurate, but the imputation results are also stable; 

that is, the imputation results are consistently close to the 

actual values. Had the imputation results been inconsistent, 

that is, the imputation results have small errors only in some 

data and large errors in others, the RMSE and MAE would 

have risen sharply. 

The convergent multivariate time series model used for 

VAR-IMMA imputation is a VAR(1) model, mathematically 

represented as follows. 

 

1, 1, 1 2, 1 3, 1

2, 1, 1 2, 1 3, 1

3, 1, 1 2, 1 3, 1

0.29 0.01 0.22 0.03
1.08 0.37 0.11 0.11
0.60 0.39 0.10 0.03

t t t t

t t t t

t t t t

y y y y
y y y y
y y y y

− − −

− − −

− − −

= + + −
= − + −
= + − +

 

 

The final stage is the forecasting stage, where the 

convergent model above is used to forecast the inflation in 

the chosen city, Watampone. The forecasting results for the 

next six months are shown in Table V. 

 

 
 

D. Conclusion 

The evaluation of the simulation results leads to the 

conclusion that VAR-IMMA outperforms the original VAR-

IM method. The value of RMSE and MAE of the two 

methods increases as the missing proportion increases. 

However,  the RMSE and MAE of VAR-IMMA increase at 

a much lower rate than VAR-IM, resulting in more 

efficiency as the proportion increases. The efficiency refers 

to how much RMSE and MAE can be reduced after using 

VAR-IMMA. It means moving average as the initial 

imputation can follow data fluctuations better than the linear 

approach. The same results can be observed when VAR-

IMMA is applied to study-case data, in this case, to a 

randomly chosen city, Watampone. The imputation results 

are not only well performed in terms of the small RMSE and 

MAE values but also in terms of consistency, where the 

imputation data are consistently close to the actual data. 
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