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Abstract—As a new cloud service mode, mobile edge com-
puting distributes the traditional centralized deployment and
management of cloud resources to the wireless access network.
Mobile services can be processed for the sake of obtaining a
good service experience and reduce the network load of the
backtrip network. In order to effectively improve the end-
to-end service delay of the flow in multi-clusters coexisting
mobile edge computing (MEC) network, an improved virtual
network function (VNF) service chain deployment algorithm
based on Q-learning was proposed. Based on the planning
model, a spatial-temporal optimization model of VNF service
chain deployment was established by markov decision process,
and an improved BPQ-learning algorithm was designed to solve
the model. The method considered both the virtual deployment
of MEC service chain in space dimension and the life cycle
management of VNF in time dimension. The optimization of
VNF deployment is realized. The possible network congestion is
avoided by deployment service nodes in advance. Experimental
results show that the proposed strategy can provide end-to-end
services with lower latency and better experience for delay-
sensitive mobile services under different VNF service chain
scale, service node scale, cluster number and logical connection
relationship among the virtual network functions.

Index Terms—mobile edge computing, virtual network func-
tion, service delay, Q-learning

I. INTRODUCTION

Network virtualization (networkfunctionvirtualization, N-
FV) is one of the key technologies to realize the 5g service
architecture[1], [2]. NFV will all kinds of software network
elements (virtualizednetworkfunction VNF) into a virtual
network function, make the network get rid of the depen-
dence on traditional hardware equipment, network equipment
service updates[3], reduces the operating costs, improve the
flexibility of business deployment. With the deepening of
NFV application research, a series of key issues have been
raised and become research hotspots [4].

In NFV-based networks, service functions are mainly
carried by service function chains. SFC consists of a series of
VNF instances that require a specific number of resources[5],
[6]. The allocation of computing, storage, bandwidth and
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other resources of each VNF as well as the physical lo-
cation of the deployment have an impact on end-to-end
QoS performance[7]. Therefore, it is necessary to design an
optimal deployment scheme to improve service performance.
This kind of problem is called service function chain chore-
ography. On the other hand, as NFV applications continue
to expand, enterprises or individual users can outsource their
IT service requests to operators to obtain more efficient and
affordable network services. In general, carriers carry service
requests from customers through data centers. Therefore,
how to optimize the resource utilization of data centers and
reduce the deployment cost on the premise of meeting the
requirements is an urgent problem to be solved[8]. SFC
layout requires to maximize deployment benefits under the
premise of satisfying various constraints, and the processing
rate of VNF is mostly treated as a constant in related
studies. In practical application scenarios, there is a certain
relationship between the amount of resources allocated by
VNF and the performance[9]. Existing studies show that
dynamic resource allocation technology can enhance the
deployment flexibility and achieve further optimization of
the choreography results.

II. RELATED WORK

In recent years, the problem of service function chain
arrangement has been widely concerned by the industry
and has achieved rich results[10]. SFC choreography is a
NP-Hard problem. When the number of service function
chains is large or the scale of physical network is large,
it is difficult to find the optimal solution in a limited time.
Therefore, scholars introduce heuristic methods to realize the
arrangement strategy that gives consideration to both compu-
tational speed and optimization effect. Ref.[11] modeled the
SFC choreography problem in data centers as integer linear
programming, considering the workload and basic resource
consumption changing over time. Ref. [12] proposed NFV-
RT algorithm to maximize the number of accepted requests
under given end-to-end delay constraints in the data center.
Qiao et al. [13] designed a heuristic algorithm combining
genetic algorithm and fuzzy strategy to consider dynamic
SFC choreography in data centers with the goal of mini-
mizing end-to-end delay. Yu et al. [14] considered the SFC
choreography scenario inside the data center, established an
integer linear programming model with bandwidth resource
optimization as the goal, and designed a two-stage algorithm
to solve the problem. Thai et al. [15] proposed a two-stage
algorithm to solve the SFC arrangement problem in data
centers. In the first stage, greedy strategy was adopted to
select VNF instances with minimum delay from the current
node; in the second stage, solutions in the first stage were
replaced by other available VNF instances. At the same
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time, the order of VNF in SFC is switched to try to search
for a better arrangement scheme. In addition, some scholars
have introduced reinforcement learning to solve the problem
of SFC choreography, such as the service function chain
mapping method based on reinforcement learning proposed
by Liu et al. [15]. At present, most studies on SFC scheduling
treat the processing rate of VNF as a constant. However, in
practical application scenarios, the processing rate of VNF is
affected by resource allocation, request arrival rate and other
factors. Existing in the model by some scholars consider VN-
F dynamic characteristics, such as Alleg [16] combination of
VNF elastic mechanism of resource allocation, to minimize
the network time delay and the elastic resource allocation
model is established with the target of energy consumption,
The resource allocation of VNF is dynamically adjusted,
the transmission performance of SFC is optimized, and the
resource allocation and deployment scheme is obtained by
solving integer linear programming[16]. The shortcoming of
this work is that the request arrival rate, the relationship
between processing delay and resource allocation are not
considered comprehensively, and the algorithm based on
integer programming has too much time cost. Pham et al.
[17] designed a heuristic method to coordinate the orches-
tration of VNF and deploy it to the underlying network.
Zhang et al. [18] designed two heuristic methods to solve
the SFC deployment problem, one is the routing before
deployment method, and the other is the node-first routing
guided deployment method. Freitas et al.[19] modeled VNF
deployment as a multi-objective problem that comprehen-
sively considered deployment and energy consumption, and
used two optimization algorithms, non-dominated sorting
genetic algorithm and differential evolutionary algorithm, to
solve the problem. In addition, the vigorous developmen-
t of artificial intelligence has also attracted the attention
of academia and industry, and researchers have conducted
fruitful research on NFV deployment based on machine
learning. For example, Soualah et al. [9] modeled the SFC
choreography problem as a decision tree and designed an
NFV deployment algorithm based on Monte Carlo tree
search and reinforcement learning technology. Yuan Quan
et al.[20] designed a virtual network functional resource
demand prediction method based on multi-layer feedforward
neural network by using deep learning method, and then
realized the dynamic deployment of virtual network functions
based on dynamic coding genetic algorithm according to
the resource demand prediction results. Chen et al. [21]
proposed an adaptive online scheduling method based on the
perception of service quality and experience quality based on
deep reinforcement learning to adapt to real-time network
changes for NFV resource allocation.

In order to effectively improve the end-to-end service
delay of the flow in multi-clusters coexisting mobile edge
computing network, an improved virtual network function
deployment method based on Q-learning algorithm was
proposed. The method considered both the virtual mapping
of MEC service chain in space dimension and the life cycle
management of VNF in time dimension. The multi-objective
optimization of VNF deployment is realized. The possible
network congestion is avoided by mapping service nodes in
advance.

III. PROBLEM DESCRIPTION AND MATHEMATICAL
MODELING

This article considers MEC network scenarios for cluster
deployment. MEC clusters are deployed at the edge of mobile
communication networks, connected to one or more eNode
BS [5]. The MEC cluster is connected through a packet
data network gateway (PDN-GW) and a cloud based 5G
mobile core network. A MEC cluster can contain multiple
virtual MEC nodes [22]. In addition, MEC clusters are inter-
connected and support collaboration between multiple MEC
clusters. Unlike cloud based data center networks or mobile
core networks, where IT resources are almost unlimited, the
number of nodes and IT resources available in MEC clusters
is limited. The MEC cluster first provides services for the
requested services within the cluster. When resources cannot
meet the demand, MEC clusters will utilize the available IT
resources of other MEC clusters to build new VNF services.
The resource statistics and allocation of the entire MEC
cluster are implemented by the network controller located in
the mobile core network. Cluster MEC deployment can span
multiple eNode BS and network regions, providing end-to-
end low latency services for time sensitive mobile services,
which is particularly important for time sensitive applications
such as smart cars and autonomous driving.

A clustered MEC network is defined as G =
G1, G2, ldots,Gg, where g is the number of clusters and
GN is a n-th MEC cluster. Define an undirected graph GN =
(Vn, En), where VNand EN represents MEC cluster Gn Edge
nodes and network links within the cluster(u,w)represents
the link between two edge nodes uand w. In addi-
tion, uand wcan belong to the same or different cluster
MECsLu,wrepresents the available network bandwidth re-
sources for link (u,w). The distance from edge node u to
w is Du,w.NV (vinV )represents the number of universal ser-
vice nodes (virtual machines) used to build VNFMn is MEC
cluster Gn common set of service nodes for edge node virtu-
alization in n. The general business node m(m ∈ Mn) in the
MEC cluster Gn currently has available computing resources
represented as Wn

m. The MEC network deployed in the clus-
ter provides services for various mobile servicesHrepresents
the MEC network receiving the hmobile VNF service chain
within T , denoted as H = d1, d2, ldots, dh. For Service
Request di(di ∈ H), where the entry and exit nodes are
represented as Ii and Ei, respectively, from Ii to Ei The path
of is represented as Pi, di. The data rate of di is expressed
as Ri. According to different mobile application business
requirements, multiple VNFS are logically connected in a
certain order to form a serial or parallel SFC[23]. In MEC
networks, adopting parallel connections can help improve
the service efficiency of delay sensitive mobile services.
Provide service for service request di of the SFC said for
Si = {Si,1, Si,2, . . . , Si,K}, its length is expressed as |Si|,
where si,j represents a VNF on the SFC or the set of multiple
VNF that provide services for di after parallel connection.

A. Service delay model

The latency generated when mobile services implement
end-to-end services through cluster MEC networks includes:
the queuing latency of business flow data packets waiting
for processing in VNF, the latency of business flow data

IAENG International Journal of Computer Science, 50:2, IJCS_50_2_43

Volume 50, Issue 2: June 2023

 
______________________________________________________________________________________ 



packets receiving and processing in VNF, and the latency
generated when business flow data packets are transmitted
between and within MEC clusters. Especially, the processing
latency of VNF running and deploying on public business
nodes may have varying degrees of impact, which must be
considered when evaluating end-to-end services in clustered
MEC networks. Firstly, the business flow from the entry node
to the exit node needs to be processed by multiple VNFs
within one SFC, and each VNF will generate processing
delays when processing the business flow. Based on M/M/1/C
type Jackson queuing network [24], this paper models the
processing delay of traffic flow in MEC network, treats VNF
in MEC network as a traffic node, and assumes that the
process of traffic data grouping to VNF is a Poisson process.
For VNF fk, definition lambdaf,kand uf,krepresent their
average arrival rate and average service rate, respectively.
ρf,k =

λf,k

uf,k
. In order to ensure the system stability of VNF

service, ρf,k < 1. For a VNF in the MEC network, the input
traffic is directly imported from the inlet node or the output of
the VNF in the same or neighboring cluster. Therefore, Pjw

is defined as the probability that the service flow is processed
by the V NFj and output to the V NFw. λ0

w is defined as the
traffic from the MEC inlet node to the V NFw. The V NFw

input traffic rate can be expressed as

λw = λ0
w +

nv∑
j=1

λjPjw (1)

Then the average of data groups in the cache queue of VNF
fk can be expressed as

Mf,k =
ρ

1− ρ
=

λf,k

uf,k − λf,k
, i = 1, 2, . . . , nv (2)

VNF fk can be deployed on node W, so the service rate
of fk imported to physical node w can be expressed as
ufk = R(w), where R(w) is determined by the transmission
capacity of service flows. The processing delay of VNF fk

can be obtained Tf,k =
Mf,k

λf,k
. Since Mf,k

λf,k
=

λf,k
uf,k−λf,k∑
i∈H λiZi

f,k

,
thus,

Tf,k =

λw

R(W )−λw∑
i∈H

RiZi
f,kε

n,w
f,k

(3)

where λw is the rate of the w service flow. Zi
f,k = 1 indicates

that di needs fk to provide services. Zi
f,k = 0 indicates that

di needs fk to provide services. Then, the processing delay
of mobile service request di can be expressed as

ti1 =
∑
i∈H

∑
f∈F

|Nf |∑
k=1

Zi
f,kTf,k (4)

Based on the modeling and analysis of M/M/1/C queuing
networks, the average queuing delay of a single VNF can be
expressed as

tf,kqu =
c∑

j=1

jqj
µ

(5)

where qj represents the smoothing probability when j users
arrive, and the queuing delay of business requests can be
expressed as

ti2 =
∑
i∈H

∑
f∈F

|Nf |∑
k=1

Zi
f,kt

f,k
qu (6)

Similarly, a matrix A composed of binary decision vari-
ables is defined. Any element in the matrix is εn,uf,k and
εn,uf,k ∈ {0, 1}, {εn,uf,k |f ∈ F, 0 < k ≤ |Nf |}. εn,uf,k = 0
means that business flow fk is processed by the universal
service node u in MEC cluster n, and εn,uf,k = 0 means
that business flow fk does not flow through the universal
service node u in MEC cluster n. In addition, binary decision
variables σu,w

i,fk,f ′
k′

, σu,w
i,fk,f ′

k′
= 1 denotes that βi

fk,f ′
k′

mapped
to the underlying network link lu,w, σu,w

i,fk,f ′
k′

= 0 denotes
that βi

fk,f ′
k′

not mapped to the underlying network link lu,w.
The propagation delay of a business request can be expressed
as

ti3 =

∑
i∈H

∑
(u,w)∈E

Du,wσ
u,w
i,fk,f ′

k′

p
(7)

where p represents the transmission rate of signals on phys-
ical links, Du,w represents the length of physical links, and
E represents the overall set of network links in the entire
MEC cluster.

In the case of cluster MECs receiving multiple service
requests, this paper optimizes end-to-end service latency for
a cluster MEC network with various resource constraints
by deploying VNF and selecting the service flow path. The
optimization model can be expressed as

min
3∑

j=1

tij (8)

To reach to this objectives, some constraints should be
satisfied:
(1) The link bandwidth resource limits between two common
service nodes in the same MEC cluster, that is∑
i∈H

∑
f∈F

∑
f ′∈F

|Nf |∑
k=1

Nf′∑
k′=1

βi
fk,f

′
k′
σu,w
i,fk,f ′

k′
≤ lu,w∀(u,w) ∈ E

(9)
(2)Bandwidth resource limits of links between MEC clusters∑

i∈H

∑
f∈F

∑
f ′∈F

|Nf |∑
k=1

Nf′∑
k′=1

Riσ
u,w
i,fk,f ′

k′
≤ lu,w, ∀m ̸= n (10)

(3) The computing resources occupied by one or more VNFS
deployed on node u in MEC cluster n cannot exceed the total
computing resources.∑

i∈H

∑
f∈F

|Nf |∑
k=6

ωi
fk
εn,ufk

≤ Wn
u ,∀u ∈ V, 1 ≤ n ≤ g (11)

(4) In the network, all active nodes except inlet nodes and
egress nodes must satisfy traffic conservation.

∑
f∈F

|Nf |∑
k=1

∑
f ′∈F

|Nf′ |∑
k′=1

(σp,u
i,fk,f ′

k′
− σu,w

i,fk,f ′
k′
) = 0, ∀i ∈ H, p,w

(12)
(5) A service request enters the MEC network from only one
entry node and leaves the clustered MEC network from only
one exit node.

∑
f∈F

|Nf |∑
k=1

∑
f ′∈F

|Nf′ |∑
k′=1

(σu,Ei

i,fk,f ′
k′
− σEi,u

i,fk,f ′
k′
) = 1, ∀u ̸= Ei

(13)
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∑
f∈F

|Nf |∑
k=1

∑
f ′∈F

|Nf′ |∑
k′=1

(σIi,u
i,fk,f ′

k′
− σu,Ii

i,fk,f ′
k′
) = 1, ∀i ∈ H,u ̸= Ii

(14)
(6) Each SFC service flow must pass through all its prede-
fined VNFs. Delay constraints on business requests. Viable
link and node mappings are required.

εn,ufk
εn

′,w
fk

= εn,wfk
, 1 ≤ n, n′ ≤ g, u, w ∈ V (15)

3∑
j=1

tij ≤ ti, ∀1 ≤ i ≤ h (16)

σu,w
i,fk,f ′

k′
∈ {0, 1},∀i ∈ H, (u,w) ∈ E (17)

εn,ufk
∈ {0, 1}, 1 ≤ n ≤ g, ∀u ∈ V, fk ∈ F (18)

IV. PROPOSED ALGORITHM

A. VNF deployment based on Q-learning

The value iteration or strategy based on dynamic program-
ming iterative algorithm is used for Markov decision process
with known parameters. However, in the actual network
environment, considering the delay parameters of dynamic
and state-space scales, the traditional dynamic programming
method cannot accurately solve the model in a short time.
Reinforcement learning method becomes an effective means
to solve the problem. Reinforcement learning combines the
theory of dynamic programming with the mechanism of
learning psychology to solve the sequential optimization
decision problem with delay. Q learning algorithm model
is an adaptive closed-loop control system. At the same time,
the feedback loop will report the revenue function r(st, at)to
the agent at time tand update the behavior value function
Q(st, at)accordingly. The agent will update the behavior
value function estimate table Q(s, a)according to Q(st, at).
Repeat this for the state st+1, and the loop continues until
Q(s, a)reaches the optimal behavior value Q∗(st, at). The
agent selects the optimal strategy Q∗(st, at)according to the
discount benefit and J of each strategy in πQ∗ .

Q(st, at) =Q(st, at) + αt[r(st, at)+

maxQ(st+1, at+1)−Q(st, at)]
(19)

Q∗(st, at) = E[r(st, at) + maxQ∗(st+1, at+1)] (20)

The convergence of Q-learning algorithm has been proved,
and the updating rule of behavior value function is shown in
Eq.(19), where (st, at) is the state-behavior pair of markov
decision process at time t, st+1 is the state at time t + 1,
r(st, at) represents the deployment revenue received by
agent at time t, and 0 < αt < 1 is the learning factor.
The optimal behavior value function satisfies Bellman’s
optimal value equation as shown in Eq.(20), where Q∗(st, at)
represents the optimal behavior value at time t.

In the iteration process, assume a part of the network view
at time t, where the internal number of the node represents
the number of the underlying node, dij(t)represents the link

(i, j), i, j ∈ [1, n] at time t, and the number below the node
represents the service processing delay after VNF is deployed
to the node. The solid line with an arrow indicates the current
policy πQ. In this case, the service chain deployment method
based on the q learning algorithm performs actions at the
time tin the deployment state st, calculates the instantaneous
value of the q learning benefit function r(st, at)according to
the network deployment benefit and total delay cost, and
updates the estimated value of Q(st, at) dollars accordingly.
The network view is updated at t + 1, and the process is
repeated until Q ∗ (st, at)satisfies Bellman’s equation shown
in equation (20) and outputs the optimal policy. This method
uses the idea of dynamic programming to solve the network
delay in time dimension, and uses the sampling value of unit
time delay to approximate the instantaneous delay, which
improves the precision of delay optimization.

B. Behavior value function approximation based on BP
neural network

In the real environment, due to the complexity of network
topology, Q learning algorithm is usually ”dimension disas-
ter” problem dimension disaster ”refers to when a markov
decision process has great state space space aSand behavior,
the size is |S| ∗ |A|, Q learning algorithm estimates the value
of the function of individual learning cycle table Q(S, a) for
(S,A). With the increase of learning cycle, resulting in the
learning process cannot be completed. In order to solve the
”dimensional disaster” problem, this section introduces BP
neural network to realize the approximation of the behavior
value function Q(s, a).

The structure of BP neural network consists of input layer,
hidden layer and output layer, each layer contains several
neurons. The former and the latter layers are connected by
weights. The learning process of BP network consists of
two parts: forward transmission and reverse transmission. In
the forward process, the state of each layer of neurons is
only affected by the structure of one layer of neurons. If
there is an error between the actual output and the expected
output of the output layer, the reverse output process of the
network can be adjusted by the gradient descent method to
gradually approach the minimum output error. During the
learning process, the two propagation processes are repeated
until the error reaches the set range and the output function
estimate is reached. At present, BP neural network, as a
supervisory function estimation method, has been proved
to be able to approximate the objective function of real
number with arbitrary precision. According to the proposed
reinforcement learning algorithm based on neural network
and the proposed Q learning algorithm based on linear value
function approximation, this section improves the Q learning
system and designs the BP-Q learning system. At time t,
agent performs action at a on the time-space optimization
model of VNF deployment in state st s to obtain immediate
revenue r(st, at). The system input the current state of
MDP to the neural network module-action pair (st, at). and
immediate revenue r(st, at). The neural network module
approximates the behavior value function according to the
input (st, at) and immediate revenue r(st, at). Output the
estimated value of the behavior value function QNN (st, at)
to the agent, the agent uses the estimated value to perform the
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behavior value function iteration, and transmits the learning
result Q(st, at) back to the neural network module to achieve
weight vector adjustment.

According to the above procedure, the updating rule of
the behavior value function in equation 19 can be modified
to the form shown in equation 21. The improved algorithm
is called BPQ learning algorithm. The improved system are
not stored and updated size is |S| ∗ |A|. A behavior value
function estimation table Q(S,A), and only need to store the
weights of each neuron in the neural network. The storage
size is only related to the topology of the neural network
designed. Based on the improved BPQ learning system,
the corresponding VNF automatic deployment algorithm is
shown in algorithm1.

Q(st, at) =QNN (st, at) + αt[r(st, at)+

maxQNN (st+1, at+1)−QNN (st, at)]
(21)

V. EXPERIMENTS AND ANALYSIS

A. Experimental Setting

The underlying network topology is randomly generated
by the GT-ITM tool, which contains 50 nodes and approxi-
mately 130 links. The computing power of the bottom node
and bandwidth of the bottom link are evenly distributed [50,
100], and the cost per unit of computing resource cS and
bandwidth resource bS is 1. The number of service types
supported by the underlying network is set to 10. Each
underlying node randomly provides one to five service types.
The processing time of a service instance depends on the type
of service and the processing power of the network node. The
transmission delay of the underlying link is proportional to
the Euclidean distance between the two endpoints of the link,
which is set according to the principle above and ranges from
1 to 10 time units.

The arrival process of service requests follows the Poisson
distribution. On average, four requests arrive within 100 time
units, and the duration of each service request follows the
exponential distribution of 1000 time units on average. The
service chain consists of four services with random and
non-repetitive types. The computing power required by each
service is evenly distributed in [1,50], and the bandwidth
required by the logical link is evenly distributed in [1,50].
The charge for each unit of computing power and unit of
bandwidth is cR and bR. The maximum allowed end-to-
end delay Dmaxis set to 100 time units. The time of each
simulation experiment is about 50,000 time units, and the
data is recorded every 4,000 time units starting from 2000
time units. Each group carried out 10 simulation experiments
and averaged the experimental results. The population size
is set to 100, the upper limit of iteration is set to 10000,

B. Experimental Results

For the comprehensive evaluation model of the feasibility
and effectiveness of the algorithm, this paper uses the pro-
cessing time, acceptance rate, revenue and total latency of the
underlying network of multiple VNF service chains as the
calculation of performance evaluation indicators. Gao et al.
[25] formally defines the VNF layout and Routing (VNF-PR)
problem by presenting a generic linear programming formula

Algorithm 1: VNF deployment algorithm based on BP-
Q learning
Input: service chain l; network GS ; parameters of the

VNF
Output: Delay-revenue optimization strategy of service

chain l
1 The state space S, behavior space A and transition

probability matrix P of Markov decision process are
initialized.

2 According to the request information of service chain l,
the sequence constraint φl of function chain l is
obtained by combining VNF.

3 Select strategy πQ according to sequence constraint φl

initialization;
4 Initialize q-learning learning factor α0, allowable error

threshold ε, maximum learning period MT ;
5 The neural network weight vector w and sample set DS

were initialized, and the maximum learning step was
MS .

6 Establish an optimization model. According to the
optimization model, the immediate revenue function is
initialized r(st, at);

7 Set t = 0, randomly initialize the initial state s0;
8 while QNN (st, at)−Q∗

NN (st, at) < ε or t < MT do
9 for ∀at in st do

10 stp = 0, and QNN (st, at) is calculated;
11 Add sample st, at, QNN (st, at) to the dataset

DS ;
12 Perform the action at to get instant revenue

r(st, at), enter state st+1, stp = stp + 1;
13 if rand() < 1− ε then
14 a∗ = argmaxQNN (st+1, at+1);
15 δ =

r(st, at) +QNN (st+1, at+1)−QNN (st, at);
16 end
17 Select the current action at randomly according

to πQ;
18 Q(st, at) = QNN (st, at) + αtδ, update dataset

DS ;
19 if The storage space of the dataset DS is full.

then
20 BP neural network starts training and

updates weight vector W ;
21 end
22 t = t+ 1, update the learning factor at;
23 end
24 end
25 Calculate the benefits of service chain deployment

scheme P according to Q∗(s, a);
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that ADAPTS to the specific characteristics and constraints
of NFV infrastructure and differs significantly from existing
virtual network embedding formulas in prior art. We also
design a mathematical heuristic that can be extended to
multiple targets and large instances, expressed as VNF-
PR. In order to reduce queue length by allowing a single
virtual machine to install VNF based on local knowledge
(offloading), achieve stable redeployment of VNF, adapt to
network topology and time and space changes of service,
an algorithm called VNF-OA is proposed in [26]. Yang et
al. [27] investigated the problem of how to place VNF on
edge and public clouds and route traffic between adjacent
VNF pairs so that maximum link load ratio is minimized
and delay per user is met. This problem exists for both fully
ordered SFC and partially ordered SFCs. An efficient random
rounding approximation algorithm to solve this problem is
expressed as RRVA.

The number of data center nodes are fixed as ND = NV /4
and ND = 3NV /4. In each experiment, number of VNF-
SCs are set as NR = ρNV (NV − 1), and ρ = 0.25, 0.5, 1, 2
and 4, respectively. Fig.1 to Fig.2 show the processing time
at different number of VNF service chain in NSFNET and
ARPANET when ND = NV /4 and ND = 3NV /4.

(a) Obtained in NSFNET.

(b) Obtained in ARPANET.

Fig. 1. Processing time at different number of VNF service chain when
ND = NV /4.

The ratio of VNF service chain acceptance obtained in
NSFNET and ARPANET when ND = NV /4 and ND =
3NV /4 are shown in Figure 3 to Figure 4, respectively.

Similarly, Figure 5 and Figure 6 show the average revenue
under different number of VNF service chain in NSFNET
and ARPANET when ND = NV /4 and ND = 3NV /4.

Similarly, Figure 7 and Figure 8 show the average revenue
under different number of VNF service chain in NSFNET

(a) Obtained in NSFNET.

(b) Obtained in ARPANET.

Fig. 2. Processing time at different number of VNF service chain when
ND = 3NV /4.

(a) Obtained in NSFNET.

(b) Obtained in ARPANET.

Fig. 3. Ratio of VNF service chain acceptance at different number of VNF
service chain when ND = NV /4.

IAENG International Journal of Computer Science, 50:2, IJCS_50_2_43

Volume 50, Issue 2: June 2023

 
______________________________________________________________________________________ 



(a) Obtained in NSFNET.

(b) Obtained in ARPANET.

Fig. 4. Ratio of VNF service chain acceptance at different number of VNF
service chain when ND = 3NV /4.

(a) Obtained in NSFNET.

(b) Obtained in ARPANET.

Fig. 5. Average revenue under different number of VNF service chain
when ND = NV /4.

(a) Obtained in NSFNET.

(b) Obtained in ARPANET.

Fig. 6. Average revenue under different number of VNF service chain
when ND = 3NV /4.

and ARPANET when ND = NV /4 and ND = 3NV /4.

(a) Obtained in NSFNET.

(b) Obtained in ARPANET.

Fig. 7. Mean time delay under different number of VNF service chain
when ND = NV /4.
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(a) Obtained in NSFNET.

(b) Obtained in ARPANET.

Fig. 8. Mean time delay under different number of VNF service chain
when ND = 3NV /4.

C. Experimental results analysis

First, the VNF service chain processing time of each
deployment method is analyzed. As shown in Figure 1 to
Figure 2, the second algorithm takes the longest processing
time because there are only two phase mapping algorithms.
In this algorithm, stage 1 selects the selected node of stage
2 through the algorithm to constrain the minimum link of
time delay between nodes of the VNF node deployment
scheme. The VNF that completes deployment first must wait
in the cache queue for the next VNF in the service chain
to complete deployment before establishing a link with it.
Since the first stage will traverse a large number of invalid
solutions that do not satisfy the constraint, the VNF will wait
in the queue for a long time, which reduces the efficiency
of the algorithm. The method based on the third algorithm
uses recursion to search for the shortest delay path without
direction. Using the idea of dynamic programming, the
service chain deployment problem is divided into multiple
sub-chain deployment problems, and then each sub-chain is
combined in turn. Based on the improved Q learning algo-
rithm, the behavior value Q(s, a)is updated to continuously
search the deployment strategy in the direction of discount
benefit and maximization, avoiding blind traversal of the
entire state space. However, in the initial learning stage,
Q(s, a)contains less knowledge, and the efficiency of neural
network training is low. The convergence rate of Q(s, a)is
affected. Deployment methods based on quantum algorithms
are developing towards higher fitness. Under the same VNF
service chain, this method has the shortest VNF service chain
processing time.

Figure 3 to Figure 4 shows the VNF service link ac-
ceptance rate for different number of VNF service chain
strengths. The processing time of VNF service chain directly
determines the resource usage cycle of the same number of
VNF service links and affects the utilization of underlying
network resources. There is a clear downward trend as the
VNF service chain increases. This is because the approach
does not take into account the impact of the underlying
network node and link resource state on the deployment
strategy. As a result, low-latency links are usually assigned
a higher deployment priority, which results in frequent reuse
of some links, local overloads of the network, and lower
VNF service chain rates. Q-learning method realizes fine-
grained management of VNF life cycle, and regards the
creation and removal of each VNF as an independent random
process within the VNF service chain time, which improves
the utilization of physical resources in the time dimension.
Therefore, Q-Learning method has the highest VNF service
chain acceptance rate.

Figure 5 and Figure 6 show the long-term average revenue
for each algorithm with different number of VNF service
chain strengths. Q-Learning algorithm implements fine -
grained management of VNF life cycle. Under the same
VNF service chain strength, the Q-Learning algorithm based
VNF deployment method can avoid idle VNF occupying
physical resources, reduce the communication cost per unit
time, and effectively improve the infrastructure benefit of the
underlying network.

Figure 5 and Figure 6 show the long-term average revenue
for each algorithm with different number of VNF service
chain strengths. Q-Learning algorithm implements fine -
grained management of VNF life cycle. Under the same
VNF service chain strength, the Q-Learning algorithm based
VNF deployment method can avoid idle VNF occupying
physical resources, reduce the communication cost per unit
time, and effectively improve the infrastructure benefit of the
underlying network.

VI. CONCLUSIONS

This paper mainly studies the deployment of service chain
VNF in virtualization environment. Aiming at the deficiency
of traditional virtual network mapping algorithm and the
high delay requirement of 5G service, a VNF deployment
method based on Q learning algorithm is proposed, and
its effectiveness is verified. In order to further improve the
service quality of mobile services under the background
of virtualization, VNF deployment under the condition of
reliability will be studied to meet the carrier-level reliability
requirements of mobile services.
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