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An Automated Test Data Generation Method for
On-board Subsystem

Ning Xu, Xiao-Yu Zhao*, Yi-Nan Li, Yu Zhang, Ya-Qing Liu, Fei Wang

Abstract—On-board subsystem is a key of guaranteeing
traffic security and enhancing operational efficiency for high-
speed railway (HSR). Thus, the test of the subsystem is the
main means of ensuring both the functionality and reliability
of the train control system. To deal with the low efficiency
of existing manual mode, an automated test data generation
method combining back propagation neural network (BPNN)
and multi-population genetic algorithm (MPGA) is presented.
First, colored petri net (CPN) models are designed according
to the relevant requirements specifications of the on-board
subsystem. The feedback information of each model is taken as
the fitness function. Second, the BPNN method is adopted to
simulate the solving process of individual fitness value, which
is to reduce the running cost of the designed model. Third,
to overcome the shortcomings of genetic algorithm (GA), the
MPGA is used to search for test data in the input space. Finally,
we take the startup procedure of the on-board subsystem as
a case study. The results reveal that the novel method has the
advantages of short running time, higher efficiency, and better
stability compared with the traditional GA.

Index Terms—Train control system, on-board subsystem, test
data generation, BPNN, MPGA.

I. INTRODUCTION

HE train control system, which ensures operation se-

curity and efficiency of trains in high-speed railway
(HSR) lines, is a classic safety-critical system (SCS). In
order to guarantee the safety, reliability and stability of the
SCS, it must be thoroughly tested to avoid immeasurable
catastrophic consequences [1], [2]. In this paper, the Chinese
Train Control System Level 3 (CTCS-3) is the research
object. The CTCS-3 system realizes the bi-directional track-
train communication by using the Global System for Mobile
Communications-Railway (GSM-R). The CTCS-3 system
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must satisfy the relevant requirements specifications [3], [4],
and the test cases [5] are suitable for functional test and inter-
operability test of the CTCS-3 system. There are two sub-
systems in the CTCS-3 system, i.e., the on-board subsystem
and the track-side subsystem. The on-board subsystem refers
specifically to the Automatic Train Protection (ATP). The
ATP is a computer-based system that exchanges information
with the track-side subsystem to supervise the movement
of its train. As the system structure and functional logic
of ATP become more complex, the limitations of existing
test methods are more obvious. The existing test methods
require manual preparation of test sequences, preparation
of test data, and verification of test results. The methods
also require testers to have high professional knowledge and
practical experience. It takes too much time and high cost to
design the corresponding test data manually. Therefore, the
test data generation for ATP is studied in detail in the paper
to improve test efficiency.

Model-based testing (MBT) [6], [7] is a hot method in
the field of automated testing and can solve the above
problems well. The MBT-based test data generation problem
is described below. Given the test target path of a model,
when the test data searched in the input space are taken as
the input data, the path traversed happens to be the test target
path. By designing a suitable fitness function, we can replace
the above-mentioned problem with a mathematical function
optimization problem. The meta-heuristic search algorithm
is employed to settle the above optimization problem and
generate test data that meets the test coverage. There are
many used meta-heuristic search algorithms, such as genetic
algorithm (GA) [8], particle swarm optimization algorithm
(PSO) [9], and ant colony optimization algorithm (ACO)
[10]. Among the above meta-heuristic search algorithms,
the GA-based method with test case generation has received
extensive attention from scholars. However, considering the
problem of MBT-based test data generation for the on-board
subsystem, the GA has the following problems.

o The traditional GA is prone to precocious state, and
there is blindness and randomness in the search process.

o Considering each set of test data, we need to spend a
lot of time to run the model to get individual fitness
value, reducing the generation efficiency.

To solve the problems above, an automated test data
generation method based on back propagation neural network
(BPNN) and multi-population genetic algorithm (MPGA) for
the on-board subsystem is proposed. The main contributions
of our work are described as below.

o In order to make up for the deficiencies of the tradi-
tional GA, the MPGA is applied to realize the multi-
population parallel search, that is, the test data is
searched in the input space of colored petri net (CPN)
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model.

e The feedback information of the CPN model is taken
as the fitness function. The BPNN method is adopted to
simulate the solving process of individual fitness value,
which shortens the running time of the CPN model. The
above methods will greatly reduce the preparation time
of test data.

The rest of this paper is arranged as below. Section
IT reviews the literatures about test methods. Section III
describes the proposed novel method in detail, including
mathematical model of test data generation problem, CPN
executable model design, BPNN design, and MPGA design.
Section IV presents experiments to analyze the performance
of the proposed novel method. The paper is concluded and
further research directions are given in Section V.

II. RELATED WORK

It is necessary to conduct laboratory simulation tests,
field tests, inter-operability tests, and other safety tests
for the on-board subsystem before formal operation. As
for test methodologies, most scholars focus on test case
generation, test sequence optimization, fault test, etc. In
terms of the test case generation, we generally get test
cases by functional features [11] or MBT-based methods
[12], [13]. Rao [14] proposed a combinatorial test suite
generation approach based on the input parameter features
of the on-board subsystem. For Target Speed Monitor (TSM)
profile of the on-board subsystem, Zheng [15] presented a
complete test case generation approach by using equivalence
partitioning. Dou [16] used the scene method to design
test cases in view of the level transition function of the
on-board subsystem. Gu [17] designed test cases based on
the obtained operation profile for the on-board subsystem.
On the test case optimization side, Dou [18] put forward
a test sequence optimization method based on simulated
annealing (SA) optimization improved circle (IC) algorithm.
Considering the functional requirements specification, Zheng
[19] developed an automated test sequence optimization
technology for the train control system. Zhao [20] adopted
the Chinese postman algorithm to optimize test sequences
and raised a multi-objective test sequence set generation
strategy [21] with improved max-min ant colony algorithm
(IMMAQ). In the field of fault test, Hao [22] designed a
fault injection test method for the actual equipment of the
train control system. Combining time automata with input
and output (TAIO) and mutation analysis method, Wei [23]
put forward an automated test suite generation method for the
CTCS-3 system. However, none of the above studies involve
the test data generation.

The MBT realizes system testing by designing models,
designing test cases, and executing the test cases. Different
from other modeling methods, such as finite state machine
(FSM) [24] and Unified Modeling Language (UML) [25],
CPN [26], [27] has intuitive graphical description and rigor-
ous mathematical foundation. Base on hierarchical modeling
and data processing functions, CPN can accurately describe
the synchronous, parallel, and asynchronous behavior of any
complex system. Zhou [28] adopted UML activity diagram
and hierarchical timed CPN (HTCPN) to model the level
transition process of the CTCS-3 system. Wang [29] es-
tablished a CPN-based level transition model, and studied

the real-time performance of mode transition under different
block mode-communication (BM) design operation intervals.
Here, we use CPN to design models of the on-board subsys-
tem according to the relevant requirements specifications [3],
[4].

The GA is an effective method to automatically gener-
ate test data. Shi [30] established an automated test data
generation tool with dynamic variable parameters by the
theory and characteristics of GA. Pan [31] introduced a
GA-based method that can automatically identify irrelevant
input variables from the test path. Aiming at improving
the efficiency of test data generation, Fan [32] introduced
the concept of program balance based on GA to optimize
the evolutionary process of individuals. Xia [33] designed a
test data generation method based on the negative selection
GA. Considering maximum difference of population paths,
Avdeenok [34] designed a novel fitness function based on
GA with an additional component, as so to search for the
optimal test data set for multi-path coverage. Esnaashari
[35] took reinforce learning as a memetic algorithm (MA)
and extended the algorithm to GA, which was to enhance
generation efficiency. However, the test data generation based
on GA takes too much time due to the repeated running of
the test model. Therefore, the BPNN method is adopted here
to simulate the solving process of individual fitness value.

III. AUTOMATED TEST DATA GENERATION METHOD

The proposed method consists of three parts, including the
CPN modeling part, the BPNN part, and the MPGA part, as
shown in Fig. 1.

The detailed processes are presented as below.

e The CPN models of the on-board subsystem are de-
signed according to the relevant requirements specifica-
tions [3], [4] and the CPN modeling rules [21], [27]. A
certain number of input data is randomly generated, and
the corresponding fitness values are obtained by running
the CPN models.

o The BPNN method is introduced to simulate the solving
process of individual fitness value, and the training
of BPNN is carried out through the input data and
corresponding fitness values.

o The MPGA is used to search for test data in the input
space. When the conditions are met, each subpopulation
shares information through migration strategy. Other-
wise, each subpopulation performs genetic operations
to form a new subpopulation, and the MPGA loop-
s through the parallel search until the input data is
searched or the cutoff condition is met.

A. Mathematical Model of Test Data Generation Problem

The generation problems with test data are usually de-
scribed as function optimization problems, where common
fitness functions [36] are layer proximity degree and branch
distance. In this paper, the dynamic execution of the model
is realized by a parser. The feedback information is obtained
dynamically to calculate the fitness value and guide the
automated test data generation.

The fitness function proposed in [37] is taken as the
fitness function in the paper. Hypothetically, the test target
path is P, the path length of P is Lp, the test data is
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Fig. 1. Flow chart of the automated test data generation.

X = (w1,72,...,2,)T, and the path length of the path
triggered sequentially from the initial transition by X is
Lsp. The fitness function is

_ Lsp

P

F(X) x 100 (1)

This fitness function does not involve the calculation error
caused by the data type and the calculation cost is relatively
small. The larger the fitness value, the more transitions are
covered in the test target path. When the fitness value is 100,
it means that the test data can trigger all transitions of the
test target path sequentially, i.e., the test data can completely
cover the test target path.

B. CPN Executable Model Design

In this paper, a parser is developed to analyze the guard
function, executive function, and arc expression of CPN
model. For different test data, the parser supports automated
execution of the model without manually modifying the
token value of the place. It enables the model to read the
input data automatically, run the model automatically, and
calculate (1) based on the feedback information. The guard
function, executive function and arc expression are all string
formats with on program semantic information. Therefore,
the key to model design is to analyze and execute the model’s
expressions. If the guard function is parsed and verified
correctly, the transition is performed automatically. If the
transition is triggered, the executive function is parsed and
run automatically, and the tokens enter subsequent places.

C. BPNN Design

In the paper, we adopt the BPNN method to simulate
the solving process of the fitness function as (1). Firstly,

Calculate approximate fitness
values by the BPNN-based method

operations and
generate new
subpopulation

Calculate exact fitness values
by the model-based method

s-Coptimal solutieny,
QL NC>N oy ?

Output
solution or
method failure

N
Sub- Transfer Sub-
r population |~ population -I

we randomly select a certain amount of input data, and run
the CPN model to obtain the corresponding fitness values.
Secondly, we use the input data and fitness values as samples
to train the BPNN, thereby reducing the running time of the
CPN model.

1) Construction of BPNN:

According to (1), we design a BPNN with n input
variables, one output variable, and a hidden layer with [
neuron. The input vector of the input layer (IL) X
(x1,22,...,2,)T corresponds to the input data, the output
vector of the output layer (OL) y corresponds to the fit-
ness value, the output vector of the hidden layer (HL) is
O = (01,09,...,0)T, and the weight matrixes from the
IL to the HL and from HL to the OL are V' = [v;;] and
W = (wy,ws,...,w,)7T, respectively.

For the BPNN designed in the paper, the following prin-
ciples are specified.

e The number of nodes of the HL affects the learning
efficiency and generalization ability. The number of
nodes here is set as | = v/u+ ( + 7, where p is the
number of nodes of the IL, ( is the number of nodes of
the OL, and r is a random integer in the range [1-10].

o The number of training samples is about 10 times that
of the network connection weight.

¢ In order to make the training samples more represen-
tative, the selected test input data should be evenly
distributed in the input field.

o The input data needs to be normalized to eliminate the
impact of different input data on BPNN.

The normalized function is

Ty — Tmin
O e— 2)

xTL =
Tmax — Lmin

where Zpmin = min(a,), Tmax = max(x,).
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2) Output of Layer Neuron:
The input and output of the j-th neuron of the HL are
described as below

n

netj = Zvijxi (3)

=1

va €

where z; is the input of the ¢-th neuron of the IL, and v;; is
the weight from the i-th neuron of the IL to the j-th neuron
of the HL.

The input and output of the OL are described as below

1
r= ijoj (@)
Jj=1

0j = net

l
= £ wjoy) ©6)
j=1

where w; is the weight from the j-th neuron of the HL to
the OL.
The activation function used here is

1

f(u) = Trew @)

3) Modification of Weights of Each Layer:

For the training sample (X,d), X notes the input data
and d notes the fitness value expected here. Suppose that y
notes the actual output, the output error is described as below

1

sw—a)? )

Simplifying (8) with (4) and (6), we can get

FE =

2

FE =

!
O wjo;) —d
! , O

1 l n
:i f jz::lef(;%jiﬁi)

For the training samples {(Xl, d), -
comprehensive error is

L(X*,d%)}, the

E, —ZE’f Z (y* — d*)? (10)
k 1
Simplifying (10) with (4) and (6), we can get
2
1 z l
E.=; SO wjof)

k=1 j=1

, (D

l n
%Z > owif(Yvial) | —d"
k=1 j=1 i=1

The weight correction equations [38] from the IL to the
HL and from the HL to the OL are described as below,
respectively,

OEr(t
Av,;j(t + 1) = —m aUT((t))7
OB (1) (12)
J

D. MPGA Design

In the paper, we use the MPGA to implement the multi-
population parallel search. When the preset conditions are
met, each subpopulation shares information according to the
migration strategy. Otherwise, each subpopulation performs
genetic operations to form a new subpopulation, and the
MPGA loops through the parallel search until the test input
data is obtained in the input space or the cutoff condition is
satisfied.

1) Population Initialization:

For the randomly generated initial population P(t) =
{Pi(t), P2(t),---, Py(t)}, h represents the number of sub-
populations, h., represents the number of individuals in each
subpopulation, and h * h., represents the total number of
individuals in the population.

2) Migration Strategy:

Migration strategy refers to the migration process of
individuals among sub-populations to achieve the multi-
population co-evolution. According to [39], we set a fixed
migration interval Tin¢erval and migration rate Rate, random-
ly select some individuals during the migration process, and
eliminate poor individuals in adjacent subpopulation.

3) Genetic Manipulation:

Each subpopulation performs genetic operations inde-
pendently, including roulette wheel selection, single point
crossover, and signal point mutation, as shown in Fig. 2.

b lati b ati roulette wheel
subpopulation subpopulation selection
+ 1 . ‘
genetic genetic H single point
operations operations [ crossover
1 -
new new single point
subpopulation subpopulation mutation

Fig. 2. Flow chart of multi-population genetic operation.

a) Selection Operation
The roulette wheel selection is used. The probability P;;
is
flid
Dii = hcp(i)
> f0d)

Jj=1

13)

where f(it) is the fitness value of the ii-th individual.

b) Crossover Operation

The single point crossover is adopted. The crossover
probability P.(Nc¢) is

P.(N¢)

:Pc(1>+c*frand(hcp;1) (14)
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where Nc¢ is the number of iterations (NOI), P.(1) is
the initial crossover probability, c is the interval length of
crossover operation, frand(hcp,1) is the generation function
of random number, and the empirical interval [40] is [0.7,
0.9]. The above equation is updated as

P.(N¢) = 0.74 (0.9 — 0.7) % frand (hep, 1) (15)

c) Mutation Operation
The signal point mutation is accepted. The mutation prob-
ability P,,,(Nc) is

Pm,(NC) :P7n(]-)+m*frand(hcpal) (16)

where P,,(1) is the initial mutation probability, m is the
interval length of mutation operation, and the empirical
interval [40] is [0.05, 0.001]. The above equation is updated
as

P (Nc) = 0.001 + (0.05 — 0.001)  frand (hep, 1) (17)

IV. EXPERIMENT
A. Experimental Design

The ATP consists of an on-board host and several on-
board peripherals. The composition of the ATP is presented
in this section, as shown in Fig. 3. The on-board host includes
vital computer, speed measurement unit, Balise Transmission
Module (BTM) host, wireless transmission unit, Track Cir-
cuit Receiver (TCR), Juridical Recorder Unit (JRU), Train In-
terface Unit (TIU), isolation switch, and redundancy switch.
The on-board peripherals include Driver-Machine Interface
(DMI), BTM antenna, GSM-R antenna, TCR antenna, and
speed sensors. The operation scenarios of the CTCS-3 sys-
tem include registration and startup, cancelation, movement
authority, temporary speed restriction, auto-passing neutral
section, Radio Block Center (RBC) handover, level transi-
tion, degraded operation, disaster protection, manual route
release, shunting operation, special route, reconnection and
disconnection, and entering and driving Electrical Multiple
Units (EMU) depot. The case study of the startup procedure
of the ATP is employed in the paper.

Fig. 4 shows the startup procedure model of the ATP,
which is established by the relevant requirements specifica-
tions and the CPN modeling rules. To make the designed
CPN model more concise, the driver selects the CTCS-3
level by default. After the driver inputs the identity and the
telephone number of the RBC, ATP will request a secure
connection with the RBC. If the correct system version is not
received by the ATP, i.e. the variable bOverTime is true, and
it will repeat the above operation. When a defined number
exceeds 3, the driver shall be informed that no connection
was established. At this point, the driver is allowed to select
On Sight (OS) mode or re-enter the level, the identity, and
the telephone number of the RBC.

Given the tokens of the ”StartState” place and the "Comm-
Total” place, we obtain the state space of the startup proce-
dure model, as given in Fig. 5. In this case study, we try to
select the paths that are difficult to cover as the selected target
paths and ensure that these paths are feasible, with the aim of
evaluating the feasibility of the novel method proposed. We
randomly select four target paths from the designed CPN

model and calculate the corresponding target path length,
as shown in TABLE I. The selected target paths are sorted
according to path complexity, namely, the lager the number
of the selected target path, the more complex the selected
target path.

B. Experimental Results

1) Comparison of Fitness Value Solving Methods:

Because of the simplicity of the designed CPN model
based on the startup procedure of the ATP, the required data
is also simplified. In the paper, according to the relevant
principles involved, the number of nodes of the HL, the NOI,
the learning rate and the target value of the BPNN are set to
9, 1000, 0.01, and 1e-7, respectively.

In order to compare and analyze the fitness value solving
methods, 100 sets of input data are randomly generated for
each selected target path in TABLE I, and the fitness values
are calculated by the model-based method and the BPNN-
based method. The comparison of the fitness value solving
methods under the selected target paths are shown as Fig. 6.

It can be seen that the same conclusion can be drawn in
Fig. 6 (a)-(d). Although the fitness values obtained by the
above two methods are not equal, the trend is consistent.
This indicates that the BPNN-based method can replace the
model-based method to solve individual fitness value. If the
model-based method is adopted to recalculate the accurate
fitness value for individuals with good fitness, the error of
the fitness value will not be introduced. Thus, it is possible
and effective to calculate the fitness value by the BPNN-
based method.

2) Comparison of Parameters of MPGA:

The performance and efficiency of the MPGA largely
depend on the value of the parameters. A reasonable value
can accelerate the global convergence speed and shorten
the running time. In the paper, the simple variable method
[39] is used to control the relevant parameters. Three groups
of comparison experiments are carried out for the selected
four target paths in TABLE I. Here, the total number of
individuals, the maximum NOI and the variable dimension
of the MPGA are set as 100, 30, and 14, respectively.

a) Comparison of Number of Subpopulation

We set a fixed migration interval and migration rate, and
run each condition 30 times to solve the average value
and standard deviation of NOI, respectively. The statistical
results are presented in TABLE II. The same conclusion is
obtained for the selected four target paths. When the number
of subpopulation is equal to 2, the average value and standard
deviation of NOI are both minimum, indicating that the
generation efficiency and stability of the current condition
are the best.

b) Comparison of Migration Interval

We set a fixed number of subpopulation and migration rate,
and run each condition 30 times to solve the average value
and standard deviation of NOI, respectively. The statistical
results are presented in TABLE III. The same conclusion
is obtained for the selected four target paths. When the
migration interval is equal to 2, the average value and
standard deviation of NOI are both minimum, indicating that
the generation efficiency and stability of the current condition
are the best.

Volume 50, Issue 2: June 2023



IAENG International Journal of Computer Science, 50:2, IJCS 50 2 50

InputLevel

On-board peripheral interfaces

DMI

Interface of
. Power R .
Train interface . dynamic detection
interface equipment
~ quip
A4
On-board host
Speed BTM host Wireless

Measurement Unit

transmission unit

Vital Computer

Isolation switch/
redundancy switch

JRU

TCR

TIU

Speed sensors

Balise antenna

GSM-R
antenna

TCR antenna

On-board peripherals

Fig. 3. Block diagram of the ATP.
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Fig. 5. State space of the startup procedure model.
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TABLE I
SELECTED TARGET PATHS

The selected target paths

The covered nodes

The path length

The selected target path;

The selected target patha
— N23

The selected target pathg
— n3

The selected target pathg

n; — N2 — N4 — N5 — Ng — N7 — Ng — N1g — N13 — N1g — Ng — N11 — N14 — N18
np — N2 — ng — N5 — Ng — N7 — Ng — N1g — N13 — N1g — Ng — N12 — N15 — N19

13

14

np — N2 — N4 — N5 — Ng — N7 — Ng — N1g — Ng — N12 — N15 — N1g — N22 — N5

14

np — N2 — N4 — N5 — Ng — N7 — Ng — N1g — N13 — N1 — N20 — N22 — N5 — Ng

20

— N7 — Ng — N11 — Ni4 — N17 — N21 — N24

TABLE II
STATISTICAL TABLE OF NOI UNDER THE DIFFERENT NUMBERS OF SUBPOPULATION

Th lue of NOI
The selected target paths ¢ average vatie o

The standard deviation of NOI

h % hep=50%2 h % hep=20%5 h % hep=10%10 h * hep=50%2 h % hep=20%5 h % hep=10%10
The selected target pathy 2.83 4.17 4.60 1.83 249 2.44
The selected target pathg 3.07 4.07 5.27 1.67 1.71 2.10
The selected target paths 4.53 4.97 7.00 1.89 2.48 3.67
The selected target pathy 9.03 10.43 12.23 4.00 4.27 5.49

TABLE III
STATISTICAL TABLE OF NOI UNDER THE DIFFERENT MIGRATION INTERVALS

The selected target paths The average value of NOI The standard deviation of NOI

Tinterval = 2 Tinterval = 5 Tinterval = 10 Tinterval = 2 Tinterval = 5 Tinterval = 10
The selected target pathy 2.73 3.40 3.73 1.55 1.93 1.67
The selected target patha 3.27 3.70 4.20 1.73 2.35 2.30
The selected target paths 3.73 4.97 5.13 1.69 2.44 2.23
The selected target pathy 8.67 10.53 11.37 3.62 4.50 4.80

c) Comparison of Migration Rate

We set a fixed number of subpopulation and migration
interval, and run each condition 30 times to solve the
average value and standard deviation of NOI, respectively.
The statistical results are presented in TABLE IV. The same
conclusion is obtained for the selected four target paths.
When the migration rate is equal to 0.8, the average value and
standard deviation of NOI are both minimum, indicating that
the generation efficiency and stability of the current condition
are the best.

According to the above experiments, when hcp, Tinterval
and Rate of the MPGA are set to 2, 2, and 0.8, respectively,
the average value and standard deviation of NOI are both
least, indicating that the generation efficiency and stability
of the current condition are the best.

3) Comparison of Algorithms:

The test data of the selected target paths in TABLE I
are generated by the novel method and the traditional GA,
respectively. The statistical table of NOI under the above
different methods is shown as TABLE V. The above two
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Fig. 6. Comparison of the fitness value solving methods under the selected target paths. (a) The selected target path;. (b)
The selected target paths. (c) The selected target paths. (d) The selected target pathy.

TABLE 1V
STATISTICAL TABLE OF NOI UNDER THE DIFFERENT MIGRATION RATES

The average value of NOI The standard deviation of NOI

The selected target paths

Rate = 0.2 Rate = 0.5 Rate = 0.8 Rate = 0.2 Rate = 0.5 Rate = 0.8
The selected target pathy 3.90 3.53 2.83 2.48 2.16 1.98
The selected target pathg 5.00 3.63 3.27 2.52 2.02 1.75
The selected target paths 6.03 5.50 3.70 2.12 2.13 1.49
The selected target pathy 11.20 9.80 7.97 3.63 4.11 3.36
TABLE V

STATISTICAL TABLE OF NOI UNDER THE DIFFERENT METHODS

The standard deviation of NOI
The traditional GA

The selected target paths The average value of NO.I.
The traditional GA

The novel method The novel method

The selected target pathy 3.23 4.23 1.31 1.99
The selected target patha 2.63 4.63 1.87 2.82
The selected target pathg 4.70 7.03 2.12 2.94
The selected target pathy 6.67 13.63 2.36 4.29

methods are run 30 times each time, and hcp, Tinterval and
Rate of the MPGA are set to 2, 2 and 0.8, respectively. As
can be seen, (1) the average value of NOI required by the
proposed method is 3.23, 2.63, 4.7, and 6.67, respectively,
which are all smaller than that by the traditional GA. It shows

that the novel method has better efficiency. (2) The standard
deviation of NOI required by the proposed method is 1.31,
1.87, 2.12, and 2.36, respectively, which are smaller than that
by the traditional GA. It shows that the novel method has
greater stability. (3) The more complex the selected target
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path, the more superiority the novel method.

V. CONCLUSIONS

A novel method on the basis of BPNN and MPGA is put
forward in the paper, so as to enhance the test efficiency of
the on-board subsystem. Here, we design the CPN models
according to the relevant requirements specifications, and
transform the generation problem with test data into a
mathematical function optimization problem. In addition, the
BPNN method is employed to replace the solving process of
individual fitness value and the MPGA is adopted to make up
for the shortcomings of the traditional GA. The experiments
show that it is possible and effective to obtain the fitness
value by the BPNN method, and the novel method has better
efficiency and greater stability than the traditional GA. The
proposed method introduces a novel idea and solution to
automatically generate test data for the on-board subsystem,
which greatly shortens the preparation time of test data.

Due to our results, we will continue to follow this research
direction to extend further work. (1) One direction is the
MBT-based test data generation method to solve the multi-
path coverage problem. (2) The other direction is to perform
more case studies of the on-board subsystem.
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