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Abstract—Social recommendation learns users' preferences
by integrating social information and interaction information
to complete the recommendation task. In recent years, social
recommendation has begun to model high-order neighbors of
users to learn their preferences. However, existing social
recommendation models rarely model dynamic user
preferences, ignoring the similarity relationships between
items and the inconsistency problem of neighbors. Therefore,
we propose a social recommendation algorithm based on
dynamic user preferences (DPRec), which models dynamic
user preferences through a RNN. we use the similarity
coefficient to calculate similarity relationships between items
and constructs an item similarity network graph. At the same
time, DPRec dynamically samples neighbor information of
nodes (users and items) to reduce the impact of social
inconsistency neighbors on recommendation performance.
Based on the different influences of different neighbors,
DPRec uses an attention mechanism to learn the influence
factors of different neighbors on the target node. The
experiments on two public datasets reveal the importance of
dynamic user preferences and verify the effectiveness of the
algorithm.

Index Terms—Dynamic User Preference; Graph Neural

Network; Attention Mechanism; Social Recommendation;

Item Similarity Network

I. INTRODUCTION

ost existing recommendation systems suffer from the
cold-start problem [1-2]. To address this issue, social

recommendation systems incorporate social information
among users as auxiliary information to user-item
interactions. Previous research [3] has shown that two users
with social connections can influence each other. This
means that users with social connections have similar
interests and are considered useful auxiliary information in
recommendation systems [4]. Therefore，integrating users'
social information into recommendation system can
effectively improve recommendation performance. Social
recommendation simultaneously uses user-item interactions
and users' social connections to recommend items to target
users. Moreover, leveraging social connections can
effectively understand users' preferences due to homophily
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and social influence.Therefore, social recommendation has
received increasing attention.

Recently, GNNs have rapidly developed in social
recommendation and other recommendation systems [5-7]
and have been shown to be of significant importance in
graph representation learning [8]. In social recommendation,
both the user social network and the interaction network
can be represented as graphs, representing the user's friend
relationships and the user's interaction relationships with
items, respectively. Through these two types of user
relationships, user preferences can be analyzed from
different perspectives. Therefore, social recommendation
systems can use GNNs to iteratively aggregate neighbor
feature information, better learn user features and item
features, and complete recommendation tasks. However,
current social recommendation algorithms based on GNNs
still face the following issues:
 Existing research has ignored the dynamic nature

of user preferences. The essence of user preferences is
dynamic and constantly changing over time. For
instance, a user may like smart devices at time t1, but
be more interested in music-related items at time t2.
This change reflects the dynamic nature of user
preferences, and learning this change process is more
beneficial for representing user features.

 Existing research has seldom taken into account the
similarity between items. Most of the existing social
recommendation systems only utilize user social
networks, while ignoring the similarity network among
items. For instance, users who have purchased Huawei
smartphones may prioritize buying other Huawei
products (such as headphones, tablets, or computers)
because of their shared attributes as Huawei branded
products. Therefore, incorporating the similarity
network among items can enhance the feature
representation of items in social recommendations.

 The inconsistency of neighbors has been overlooked
in existing research [29]. Social relationships may not
accurately reflect the results of rating prediction, and
aggregating inconsistent neighbor information can
affect node feature representation and result in
decreased recommendation performance. The
inconsistency of neighbors is mainly divided into
contextual inconsistency and relationship inconsistency.
Contextual inconsistency means that users may have
different preferences for items. As shown in Figure 1,
interactive items of user u1 are all related to sports
(table tennis, football), while interactive items of user
u2 are all related to clothing. Therefore, at the
contextual level, users u1 and u2 are inconsistent
neighbors. In addition, when modeling user social
network graphs and interaction network graphs,
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multiple relationships may occur. In addition to social
relationships, inconsistent neighbors can also be
distinguished by users' ratings of items. In Figure 1,
user u2 and user u3 are social neighbors, and both have
rated the same item. User u2 likes the item (rating 5),
while user u3 dislikes the item (rating 1). This leads to
relationship inconsistency. Although users u2 and u3
have a social relationship, their corresponding item
preferences are not consistent.

Fig. 1. An example of inconsistent neighbors

we propose a social recommendation algorithm based on
dynamic user preferences, called DPRec, which can better
model users and items. DPRec builds three graphs (social
network graph, interaction network graph, and similarity
network graph). The social network graph and interaction
network graph provide user information from many
perspectives, while item similarity network graph and
interaction network graph contain information helpful for
modeling items.In addition, we use LSTM to model
dynamic user preferences and dynamically sample neighbor
information through graph neural network. We use an
attention mechanism to assign different impact factors to
different neighbors, reducing the impact of inconsistent
neighbors on recommendation performance. The main
contributions of the paper are summarized as follows:
 we propose a social recommendation algorithm based

on dynamic user preference (DPRec), which utilizes
LSTM to model dynamic user preferences.

 The proposed social recommendation algorithm
(DPRec) considers the similarity relationships between
items and constructs an item similarity network to
enrich item information. The dynamic sampling
module is used to sample neighbors, which reduces the
effect of neighbor inconsistency on recommendation
performance.

 we conducted extensive experiments on two public
datasets, and the results show that DPRec outperforms
other baseline methods, confirming the effectiveness
and feasibility of DPRec.

II. RELATED WORK

This chapter provides a detailed introduction to the
important literature relevant to the paper, mainly divided
into two types: traditional social recommendation methods
and methods based on graph neural networks.

A. Traditional social recommendation methods
With the increase of social software and mobile users,

introducing social information into recommendation
systems has become a trend, and existing research has
proven that social information can improve
recommendation performance [8]. Social recommendation

can use social relationships to alleviate the data sparsity
and cold start problems in recommendation systems. The
traditional social recommendation algorithms mainly used
matrix factorization technology, which fills the blank data
in the matrix through machine learning methods to
complete the recommendation task. Reference [9]
introduces a trust propagation mechanism, where the user's
features are related to information of their neighbors in the
social network, meaning that two users who have a social
relationship have similar features. Reference [10] designs
two regularization terms based on social information to
constrain the objective function of matrix factorization.
Reference [11] introduces social information into the
SVD++ [12] model, considering the explicit and implicit
influence of both social information and rating information,
and modeling users and items using weighted
regularization techniques.

B. Methods based on graph neural networks (GNNs)
The main function of the graph neural network in social

recommendation is to aggregate the neighbor information
of the target node in the social network graph and the
interaction network graph. In social recommendation, the
user interaction network and user social network are
represented as graphs, and GNN technology is used to
iteratively aggregate data in the graph to obtain
representations of different nodes in the graph and
complete the recommendation task. Reference [13] was the
first to apply GNN to social recommendation, iteratively
aggregating neighbor nodes in interaction network graph
and social network graph, and using attention mechanisms
to assign different weights to neighbors to learn user
features. However, reference [13] only introduced social
information among users and ignored the correlation
between items. To address this issue, reference [14]
introduced a similar network of items on the basis of
GraphRec [13] to enrich item information. Reference [15]
is an algorithm based on SVD++, which performs average
pooling on adjacent nodes in user interaction network graph
and iteratively aggregates high-order neighbor node
information of users using GNN in user social network
graph. Reference [16] is an extension of reference [15],
considering that different nodes have different effects on
the target node, and using graph attention mechanism to
simulate different influences between user interests and
social users, improving recommendation performance.
Both reference [16] and reference [15] use hierarchical
propagation mechanisms to simulate the dynamic diffusion
process of social relationships. Reference [18] proposes a
dual graph attention network [29] to learn deep implicit
representations of double social effects, where one attention
weight model is specific to user features and the other
models dynamic, attention weights.
Traditional methods mainly rely on matrix factorization,

and the information in social graphs and interaction graphs
cannot be fully utilized. In order to solve the above
problems, we utilize GNNs to aggregate neighbor
information. We propose a social recommendation
algorithm, DPRec, based on dynamic user preferences.
Compared with previous methods, DPRec models user
dynamic preferences and constructs a network graph of
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item similarities, reducing the impact of inconsistent
neighbors on recommendation performance.

III. PRELIMINARIES

This chapter mainly introduces some important notations
and related definitions used in the paper, and provides a
brief overview of the problems.

A. Definitions and Notations
Social recommendation mainly includes two sets,we

define the user set U = {u1, u2, u3, ..., un} and the item set V
= {v1, v2, v3, ..., vm}, n and m represent the number of users
and items, respectively. The specific symbols are defined as
shown in Table I.

TABLE I
SYMBOL DEFINITION

Symbols Definitions
rij rating of item vj by user ui
R rating matrix
Gu social network graph
Gv similarity network graph
GR interaction network graph
ℇu set of edges in social network graph
ℇv set of edges in similarity network graph
pi the embedding of user ui
qj the embedding of item vj
eij the embedding for rating

Definition 1: User social network graph. User social
network graph is defined as Gu={U,ℇu}, ℇu represents the
set of user social relationships. For example, (ui,uj)ϵℇu
represents that user ui and user uj have a social relationship.
Definition 2: Item similarity network graph. Item

similarity network graph is defined as Gv={V,ℇv}, ℇv
represents the set of item similarity network. For example,
(vi,vj)ϵℇv represents that item vi and item vj are similar
items.
Definition 3: Interaction network graph. Interaction

network graph is defined as GR= {U, V, R}, R is rating
matrix, defined as R(n×m) = {rij|iϵU,jϵV}. For example, the
rating of user ui on item vj is defined as rij, rij represents the
degree of user ui's liking for item vj.

B. Problem Description
The goal of this paper is to improve the user-item rating

matrix and predict the rating score ���
' for any user ui ϵU

on the non-interacted item vj ϵV.
Input: three kinds of graphs (Gv, GR and Gu).
Output: the value of edge that connects user ui and item

vj.

IV. THE PROPOSED FRAMEWORK

This chapter presents the proposed recommendation
algorithm DPRec, which is illustrated in Figure 2. DPRec
consists of five parts: 1) Graph construction, which
preprocesses the data to construct interaction network
graph, social network graph, and similarity network graph
using Jaccard similarity coefficient. 2) Feature embedding,
which uses the embedding layers to obtain user embedding
representations, item embedding representations, and rating
embedding representations, and uses a MLP to obtain node
interaction embedding representations, user social

embedding representations, and item similarity embedding
representations. 3) Node static modeling, which aggregates
the neighbor information of nodes through a dynamic
neighbor sampling module and uses attention mechanisms
to assign different influence factors to different neighbors
to obtain static representations of nodes. 4) Node dynamic
modeling, which uses LSTM to model the changes in user
interests and item attractiveness over time to obtain the
dynamic representations of nodes. 5) Rating prediction,
which combines the static and dynamic representations of
nodes to obtain the feature representations of nodes and
ultimately completes the recommendation task.

A. Graph construction
DPRec first needs to construct interaction network graph

GR, social network graph Gu, and similarity network graph
Gv. The interaction network graph and social network graph
can be directly constructed from the raw data. The item
similarity network graph uses the interaction information in
GR to associate two similar items. Considering that the
number of interactions for each item may be different, we
use the similarity function to calculate the similarity
between each pair of items. The calculation of item
similarity is as follows:

� �, � = �� � ∩�� �
�� � ∪�� �

(1)

S(i,j) represents the similarity between vi and vj, and GR(i)
represents all users who have interacted with item vi. We
sets S(i,j) > 0.5 to indicate the existence of a similarity
relationship between item vi and item vj, and constructs an
item similarity network graph based on the similarity
relationships between items.

B. Feature embedding
The interaction network diagram not only includes the

interactions between users and items but also includes the
user's ratings of items. These ratings reflect the user's static
preferences at that time and the static attractiveness of the
item, which is helpful for modeling users and items. The
user's interaction embedding representation is obtained by
concatenating user embedding and the rating embedding.
The item's interaction embedding representation is obtained
by concatenating item embedding and the rating embedding
of the interacting user. The detailed is as follows:

��� = ��� ��� ⊕ �� (2)
��� = ��� ��� ⊕ �� (3)

Uij and Vji are the interaction embedding representations
of ui and vj, pi and qj are the embedding representations of
ui and vj, eij is the embedding of the rating of ui on vj, and
⊕ denotes the concatenation operation of two embedding
representations. MLP refers to a two-layer perceptron.
The user social network graph contains the social

relationships among users, while the item similarity
network graph contains the similarity relationships among
items. Both types of relationships are helpful for modeling
nodes. Socij is the social embedding representation of users
ui and uj, and Simji is the similarity embedding
representation of items vi and vj. The specific calculation
formulas for Socij and Simji are as follows:

����� = MLP([�� ⊕ ��]) (4)
����� = MLP([�� ⊕ ��]) (5)
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In addition to the aforementioned embedding
representations, we also generate query embedding
representations by mapping the user embedding
representations and item embedding representations. The
specific calculations are as follows:

��,� = �(��
�(�� ⊕ ��)) (6)

Q(i,j) is the query embedding representation of ui and vj,
����(2�×�) is the mapping matrix of the query layer, and
� is an activation function.

C. Node static modeling
By iteratively aggregating the interactive items and

social friends (users connected to the target user in Gu), the
static representation of the user can be obtained. By
iteratively aggregating the users who rate the item and the
similar items, the static representation of the item can be
obtained. When users purchase items, they may ask their
social friends who have purchased similar items for advice
and decide whether to purchase the item based on their
friends' suggestions. The role of the dynamic neighbor
sampling module is to sample this subset of neighboring
nodes (nodes with interactive relationships with the target
node). Therefore, we apply the dynamic neighbor sampling
module to the graph neural network, dynamically sampling
different neighbors based on different target nodes to
reduce the impact of inconsistent neighbors on
recommendation performance. For node v, the sampling
probability of neighbor node i is expressed as follows:

����(�) = �(�, �)/ �∈��
�(�, �)� (7)

����(�) represents the sampling probability of neighbor
node i of node v. �(�, �) is the similarity score between the
embedding representation ℎ��(��, ��) of neighbor node i
and the query embedding representation Q, and the detailed
is as follows:

�(�, �) = ��� ( − ||� − ℎ�||2
2) (8)

We sets a hyperparameter λ(0<λ≤ 1) to represent the
sampling rate and dynamically sample neighboring nodes
based on the sampling rate. Therefore, if a node is
connected to more nodes, we will sample more neighboring

nodes. After neighbor sampling, we use GNNs to iteratively
aggregate neighboring nodes and learn the static
representations of nodes.
For the interaction network graph, we iteratively

aggregate the sampled neighbor information and uses
attention mechanism to assign weights to neighbors to
obtain the static representations of nodes. The specific
calculation formulas for ℎ�

��and ℎ�
�� are as follows:

ℎ�
�� = � �0 ⋅ �������

�� ��� ⋅ ���� + �0 (9)

ℎ�
�� = � �0 ⋅ �������

�� ��� ⋅ ���� + �0 (10)

ℎ�
�� and ℎ�

�� are the static representations of ui and vj in
interaction network graph. �����

�� is the sampled
neighbor set for the interaction items of ui, and �����

�� is
the sampled neighbor set for the rating users of vj. ω0 and b0
represent the weight matrix and bias term of neural network.
σ is a non-linear activation function. αij represents the
attention weight of the interaction item vj in user ui, and αji
represents the attention weight of the rating ui in vj. The
specific calculation formulas for αij and αji are as follows:

��� =
exp ���

∗

�������
�� exp ���

∗�
(11)

���
∗ = �1 ⋅ � �2 ⋅ �� ⊕ ��� + �2 + �1 (12)

��� =
exp ���

∗

�������
�� exp ���

∗�
(13)

���
∗ = �1 ⋅ � �2 ⋅ �� ⊕ ��� + �2 + �1 (14)

According to related research [19,20], users' preferences are
influenced by social friends, that is, users with social
relationships have similar preferences. In addition, two
similar items may have the same appeal to the target user.
Therefore, social users and similar items can be aggregated
in the user social network graph and item similarity
network graph to obtain the static representation of nodes
in the graph. Considering that different neighboring nodes
have different impacts on the target node, we use attention
mechanism to assign different influence factors to
neighboring nodes. The specific calculation is as follows:

Fig. 2. Overview of DPRec
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ℎ�
��� = � �0 ⋅ �������

��� ���
��� ⋅ ������ + �0 (15)

ℎ�
��� = � �0 ⋅ �������

��� ���
��� ⋅ ������ + �0 (16)

ℎ�
��� represents the static representation of user ui in the

social network graph. ℎ�
��� represents the static

representation of item vj in the item similarity network
graph. �����

��� and �����
��� represent the sets of

neighbors for user ui and item vj in the social network graph
and similarity network graph after sampling. ���

���

represents the attention weight of uj in ui, and ���
���

represents the attention weight of vi in vj.

�ij
�oc =

exp ���
∗

�������
��� exp �ij

∗�
(17)

���
∗ = �1 ⋅ � �2 ⋅ �� ⊕ ����� + �2 + �1 (18)

���
��� =

exp ���
∗

�������
��� exp ���

∗�
(19)

���
∗ = �1 ⋅ � �2 ⋅ �� ⊕ ����� + �2 + �1 (20)

We combine the user's personal preference ℎ�
�� with the

preference influenced by social friends ℎ�
��� to obtain the

static representation of the user. At the same time, we
combine the self-attractiveness of the item ℎ�

�� with the
attractiveness influenced by similar items ℎ�

��� to obtain
the static representation of the item. The specific
calculation is as follows:

ℎ�
� = �� ℎ�

��� ⊕ ℎ�
�� (21)

ℎ�
� = �� ℎ�

��� ⊕ ℎ�
�� (22)

ℎ�
� and ℎ�

� represent the static representations of ui and
vj. �� and �� are two-layer perceptrons.

D. Node dynamic modeling
Using static features alone cannot effectively reflect user

preferences. User interests are not static, but change. The
attractiveness of an item also changes over time for a
specific user. We utilize LSTM to model the interaction
sequences for each time period, capturing the dynamic
preferences (attraction) of users (items) in each time
period.At time period T, given a sequence of k interaction
items ������

� = {�1, �2, …, ��} for user ui and a sequence of
k evaluation users ������

� = {�1, �2, …, ��} for item vj, the
corresponding item embedding sequence ����

� =
{��1, ��2, …, ���} and user embedding sequence ����

� =
{��1, ��2, …, ���} ) are obtained. Finally, ����

� and ����
�

are passed to the LSTM to learn the dynamic preferences
and attraction. The specific calculation is as follows:

ℎ�
� = ���� ����

� (23)
ℎ�

� = ���� ����
� (24)

ℎ�
� and ℎ�

� represent the dynamic preferences of ui and
the dynamic attraction of vj. ����

� and ����
� are both

sorted sequence information by time. ����
� contains the

interaction items and rating information of user ui. ����
�

contains the rating users and corresponding rating
information for item vj. The specific calculation of ����

�

and ����
� is as follows:

����
� = ��� ��������

� (25)

����
� = ��� ��������

� (26)

������
� is the k interaction items of user ui sorted by time,

and ������
� is the k evaluation users of item vj sorted by

time. In this paper, k is set to 30.

E. Rating prediction
We combine the static representation and dynamic

representation of the nodes to obtain the representation of
nodes. The specific calculation formulas for ℎ�

� and ℎ�
�

are as follows:
ℎ�

� = � ℎ�
� ⊕ ℎ�

� (27)
ℎ�

� = � ℎ�
� ⊕ ℎ�

� (28)
ℎ�

� and ℎ�
� represent the user representation and item

representation , respectively. g is a two-layer perceptron.
The DPRec is applied to rating prediction, and the score

���
' of ui for vj is calculated as follows:

���
' = ℎ�

� ⊙ ℎ�
� (29)

F. Training of the recommendation model
DPRec is to predict user ratings for items, therefore we

choose MSELoss to optimize the model parameters. The
specific calculation of MSELoss is shown in equation (30):

MSELoss = 1
2 N

⋅ i,j ϵN rij
' − rij

2� + δ||θ||2 (30)
N represents the number of interactions in dataset, |||θ||2

represents regularization, and δ is used to control its weight.
To optimize the loss function, we use the Adam

optimizer [21]. The learning rate parameter in Adam is
insensitive and has strong robustness. Meanwhile, we use
Dropout to prevent overfitting. The strategy of Dropout is
to randomly drop out some neurons, update only a portion
of neurons, and only work in the training set.

V. EXPERIMENTS

This chapter introduces the data sets and evaluation
indicators required for the experiment. We conduct a large
number of experiments, and provide a detailed analysis of
the experimental results.

A. Experimental Settings
1) Datasets
We use two publicly available datasets extracted from

two real shopping websites: Ciao and Epinions [27]. These
datasets are primarily used for social recommendations
based on rating prediction. Ciao and Epinions are both
well-known shopping websites that allow any user to rate
products. Users can also add other users to their friend lists
and establish social networks. Detailed data in two datasets
are shown in Table II.

2) Evaluation Metrics
The main task of this paper is to predict the user's

evaluation score for the item. Therefore, MAE and RMSE
[22] are chosen as evaluation metrics. The smaller the

TABLE II
STATISTICS OF THE DATASETS

Dataset Ciao Epinions
#Users 2379 22167
#Items 16862 296278
#Ratings 35990 920073
#Relations 57544 355813

#Avg. events/user 15.12 41.50
#Avg. friends/user 24.18 16.05
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evaluation indicators, the better the performance. A slight
improvement in the indicators may have a significant
impact on the prediction results [23]. The specific
calculation formulas for MAE and RMSE are as follows:

MAE= 1
n i=1

n rij
' − rij� (31)

���� = �=1
� (���

' −���)2�

�
(32)

���
' represents the evaluation scores of ui for vj, and rij

represents the actual evaluation score of ui for vj.
3) Baselines
To evaluate the effectiveness of the model, we compare

DPRec with two other types of baseline methods: social
recommendation methods based on MF and social
recommendation methods based on GNNs.
Social recommendation methods based on MF:
SoRec [25]: it decomposes the interaction matrix and the

user social matrix.
SoReg [10]: it uses regularization to model social

networks.
TrustMF [9]: it decomposes the user trust network,

mapping users to trust and trusted spaces.
SocialMF [2]: It incorporates a trust propagation

mechanism into the original matrix factorization framework.
DeepSoR [24]: it uses deep neural networks to learn the

nonlinear features of each user from social relationships.
Social recommendation methods based on GNN:
DGRec [17]: it models social influence and user dynamic

interests using graph attention mechanisms.
GraphRec [13]: it constructs user interaction graphs and

social graphs to better learn user features.
GraphRec+ [14]: It adds item-item correlation graphs on

the basis of the GraphRec model to better learn item
features.
HOSR [26]: It models users' high-order social

relationships using graph convolutional networks.
ConsisRec [28]: It solves the problem of inconsistent

neighbors by sampling consistent neighbors based on the
consistency score calculated between neighboring nodes
and the target node.

4) Parameter Settings
The important parameters in DPRec are learning rate,

neighbor aggregation ratio, feature embedding dimension,
and node sequence length in node dynamic modeling. The
learning rate in the optimizer Adam has a small impact on
recommendation results, so we set learning rate to the
default value of 0.001. The neighbor aggregation ratio takes

values in the set {0.5, 0.6, 0.7, 0.8, 0.9, 1}, the embedding
dimension takes values in the set {8, 16, 32, 64, 128, 256},
and the interaction sequence length takes values in the set
{10, 20, 30, 40, 50}. The parameters in the Dropout layer
are set to 0.5 to prevent overfitting. At the same time, we
add an early termination command, that is, the training
stops if the evaluation metric does not improve for five
consecutive times.

B. Recommendation performance evaluation
We conducted extensive experiments on the Ciao and

Epinions datasets and compared them with other baseline
methods. Table Ⅲ includes the experimental results of all
methods. The results show that the performance of the
baseline methods based on GNNs is always better than that
of the baseline methods based on MF, which proves that the
role of GNNs is more significant in social recommendation.
In both datasets, DPRec proposed in this paper
outperformed all baseline methods, while HOSR achieved
the best performance among all baseline methods. In Ciao
dataset, DPRec improved the MAE and RMSE evaluation
metrics by 10.05% and 9.49%, respectively. In the Epinions
dataset, DPRec improved the MAE and RMSE evaluation
metrics by 1.17% and 0.52%, respectively. Therefore, the
DPRec algorithm that simultaneously considers dynamic
user preferences, item similarity relationships, and neighbor
inconsistency problems can better model users and items
and complete the rating prediction recommendation task.

C. Model Analysis
We will investigate the effectiveness of different

modules in DPRec and the influence of important
parameters, and conduct corresponding ablation
experiments and parameter sensitivity analysis.

1) Ablation study
The existing graph neural network-based baseline

methods either ignore the problem of inconsistent
neighbors, or ignore the dynamic changes of user
preferences, or ignore the similarity relationships between
items. Therefore, we remove some modules from DPRec to
obtain three variant methods, as follows:
(A)DPRec-Item, ignored the similarity between items.
(B)DPRec-Dym, ignored the dynamic changes in user

preferences.
(C)DPRec-Smp, ignored the issue of inconsistent

neighbors.
The experimental results of DPRec and its variant

methods A, B, and C are shown in Figure 3, where the
horizontal axis represents DPRec and its variant methods,

TABLEⅢ
PERFORMANCE COMPARISON OF DPREC AND OTHER BASELINEMETHODS

Algorithms Ciao Epinions
MAE RMSE MAE RMSE

SoRec 0.8410 1.0652 0.8961 0.9119
SoReg 0.8611 1.0848 0.9119 1.1703
TrustMF 0.7681 1.0432 0.8396 1.1365
SocialMF 0.8270 1.0501 0.8837 1.1328
DeepSoR 0.7739 1.0316 0.8383 1.0972
DGRec 0.8029 0.9943 0.8511 1.0684
GraphRec 0.7486 0.9894 0.8123 1.0673
GraphRec+ 0.7431 0.9750 0.8113 1.0627
ConsisRec 0.7376 0.9744 0.8108 1.0611
HOSR 0.7372 0.9740 0.8106 1.0605
DPRec 0.6631 0.8791 0.7976 1.0553
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and the vertical axis represents the evaluation metrics.
From Figure 3, it can be observed that DPRec achieves the
best performance on both datasets, and methods A, B, and
C also outperform other baseline methods. These two
points demonstrate that the neighbor sampling module,
dynamic user preferences, and item similarity play
important roles in improving recommendation performance.

2) Impact of embedding dimension
This section studies the impact of feature embedding

dimensions on DPRec, and Figure 4 shows the
experimental results of DPRec with different embedding
dimensions on the Ciao and Epinions datasets. The x-axis
represents the feature embedding dimensions, and the y-
axis represents the evaluation metrics. In other words, when
the dimensions of the feature embeddings are increased, the
performance of DPRec initially improves, but eventually
starts to decline in both datasets.When the embedding
dimension is increased from 8 to 128, the performance of
DPRec gradually increases and reaches the optimal
performance. When the embedding dimension is greater
than 128, the performance of DPRec gradually decreases.
The experimental results show that increasing the
embedding dimensions can improve the recommendation
performance. However, when the embedding dimension is
too high, it not only increases the complexity of DPRec but
also reduces its operating efficiency. Therefore, this study
chooses 128 as the feature embedding dimension, which
ensures both performance and reduces training time.

3) Impact of sampling ratio
We will investigate the impact of sampling ratio on

DPRec. Figure 5 shows the experimental results of DPRec
with different neighbor sampling ratios on the Ciao and
Epinions datasets. The horizontal axis represents the
sampling ratio, and the vertical axis represents the
evaluation metric. In Ciao dataset, the number of neighbors
for each user is relatively small, and the social relationships
are dense, making the impact of the sampling ratio more

significant. With increasing sampling ratio, DPRec
performance exhibits an initial improvement followed by a
subsequent decline. The performance of DPRec reaches the
optimal value when the sampling ratio is 0.8. When the
sampling ratio is greater than 0.8, the noise from the
neighbors has a greater impact on DPRec, and the
performance of DPRec gradually decreases. In Epinions
dataset, the number of neighbors for each user is relatively
large, and social relationships are sparse, resulting in a
weaker impact of the sampling ratio on the experimental
results. In Epinions dataset, the performance of DPRec
reaches the optimal value when the sampling ratio is 0.6.
When the sampling ratio is greater than 0.6, the value of
experimental results gradually increases, and performance
of DPRec gradually decreases. When the sampling ratio is
less than 0.6, the value of the experimental results
gradually decreases, and the performance of DPRec
gradually improves. The impact of neighbor sampling ratio
on DPRec varies with different datasets.

4) Impact of sequence length
This section discusses the impact of the node interaction

sequence length k on DPRec in dynamic node modeling.
Keeping other parameters constant, the performance of
DPRec is observed by adjusting the sequence length.
Figure 6 shows experimental results of DPRec in the Ciao
and Epinions datasets with different sequence lengths, with
the x-axis representing the sequence length and the y-axis
representing the evaluation metric. Based on experimental
results shown in Figure 6, it can be observed that the node
interaction sequence length k has a significant impact on
the performance of DPRec. In both the Ciao and Epinions
datasets, when the sequence length is 30, the performance
of DPRec reaches its optimal value; when the sequence
length is less than 30, the performance of DPRec gradually
improves; when the sequence length is greater than 30, the
performance of DPRec gradually deteriorates. Therefore, in

Fig. 3. Training results of different methods

Fig. 4. Impact of embedding dimension

Fig. 5. Impact of sampling ratio
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this paper, the node interaction sequence length is set to 30
to achieve the best performance of DPRec.

Fig. 6. Impact of sequence length

VI. CONCLUSION AND FUTURE WORK

We study existing social recommendation methods and
propose a social recommendation algorithm based on
dynamic user preferences (DPRec), which models dynamic
user preferences using LSTM. To address the issue of
insufficient item information, DPRec constructs an item
similarity network graph and combines it with interaction
network graph to jointly model items. In addition, DPRec
dynamically samples neighbor nodes, reducing the impact
of neighbor inconsistencies. In comparison to existing
methods, DPRec demonstrates superior performance across
Ciao and Epinions datasets, and experimental findings
affirm the efficacy of its dynamic user preference, item
similarity, and neighbor sampling modules.
In future work: 1) When aggregating node neighbor

information, investigate how to utilize higher-order
neighbors to improve recommendation performance. 2)
When modeling nodes, study how to distinguish different
types of interaction information (purchases, browsing, etc.)
and self-attribute information (user age, gender, item
category, etc.) to enhance the interpretability of the
recommendation system.
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