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Research on Vehicle Detection Algorithms Based
on YOLOV35s

Lifeng Zhang, Ying Tian

Abstract—To tackle the challenges associated with low
recognition rates and demanding computational requirements
in vehicle detection, we suggest a MAGS-YOLOvVSs based
vehicle detection model that builds on an upgraded version of
YOLOVSs. Initial efforts are focused on applying data
augmentation, using mosaic augmentation and integrating
mix-up augmentation to enhance the model's generalisation and
robustness, thus increasing sample diversity. Secondly, the loss
function for predicting bounding boxes is enhanced by
including an a coefficient in addition to CloU, facilitating
adjustment to varying data scales and hastening the model's
convergence speed. Moreover, Ghost Shuffle Convolution (GSC)
is employed to substitute the convolutional layers in the neck of
the initial network model. This replacement decreases the
computational load and network parameters, whilst enhancing
the feature extraction capability and robustness of the network
model. Our proposed SGC block, which is built on the GC block,
has been integrated to the C3 module to specifically improve the
feature extraction capability of the model for occluded object
detection. Experimental results indicate that the enhanced
network delivers a boost of 2.9% and 5.3% in mAP (mean
average precision) on the Pascal VOC and MS COCO vehicle
datasets, respectively, compared to the original model. The
improved network displays enhanced multi-scale
representation and generalisation capabilities.

Index Terms—Vehicle Dection, YOLOvVSs, Global Context
Block, Data enhancement

I. INTRODUCTION

Vehicle detection [1-2] is a challenging and promising
research field with significant practical application
value. The technologies and problems in this area play an
important role in the development of computer vision and
artificial intelligence. Vehicle detection has wide
applications in various scenarios, such as intelligent transport
systems and vehicle tracking. The growing demand for
autonomous driving technology further emphasizes the
importance of vehicle detection research. With the gradual
development of autonomous vehicles, accurate and reliable
vehicle detection technology will be crucial to ensure their
safe and efficient operation. Therefore, the field of vehicle
detection continues to be of great research value.

Traditional vehicles rely on feature-based detection,
primarily using algorithms such as Haar [3], HOG [4], SIFT
[S] for feature extraction followed by classification.
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Traditional detection algorithms use a set of predefined
features to identify objects in images. However, in complex
scenes, these features fail to recognise objects effectively due
to factors such as occlusion, clutter and lighting, resulting in
poor robustness. In addition, these algorithms are highly
sensitive to variations in the parameters used to define the
features, which reduces their robustness and ability to learn
from new data, making it difficult to optimise them for
different scenarios. They also require a high level of domain
knowledge from operators with limited upper bounds.

With the increase in datasets and the growing demand for
object detection, deep learning-based object detection
algorithms have developed rapidly. Deep learning models
can learn feature representations automatically through back
propagation, which significantly reduces algorithm design
effort. Two-stage detection methods, represented by R-CNN
[6] and Faster R-CNN [7], extract image features, generate
candidate regions, and then perform -classification and
regression. Although they achieve high detection accuracy,
they cannot meet the speed requirements of vehicle object
detection. On the other hand, single-stage detection methods,
represented by SSD and YOLO [8-11], perform detection
directly on the image, which accelerates the detection speed
at the cost of some loss of accuracy.

Li Songjiang [12] introduced the channel attention
mechanism ECA-Net into the backbone network to improve
feature aggregation and suppress irrelevant features. In
addition, the detailed information of shallow-layer features
output from the backbone network is fused with the semantic
information of deep-layer features. Finally, ordinary
convolutions in the network feature fusion module are
replaced by depth-separable convolutions.

Currently, single-stage detection models still suffer from
drawbacks such as low localisation accuracy, poor
performance in detecting small objects, and high training
difficulty. They also have high hardware and computational
requirements, which limit their application in real-time
demanding scenarios such as autonomous driving and traffic
control. Lightweight object detection aims to ensure
detection accuracy while minimising model size and
computational complexity, enabling real-time inference and
deployment on embedded devices or resource-constrained
systems. Consequently, many researchers have conducted
studies in this area. Jin Zhi et al [13] proposed a vehicle
detection algorithm called WB-YOLOVS, which is suitable
for dense scenes. They designed feature selection and feature
sparsity modules based on the input data structure of the
ConvLSTM model, which achieved feature recalibration. By
replacing the original gating structure with 1x1 convolutions,
a lightweight WBConvLSTM was constructed and
introduced into the neck section of the original model. Xiong
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Liyan, Tu Suocheng, Huang Xiaohui et al [14] presented a
lightweight network based on MobileVit for wvehicle
detection. They used YOLOv4 as the base model and
replaced the backbone feature extraction network to make the
model lighter. In addition, they applied the GridMask image
enhancement method and multi-scale techniques in the
pre-processing stage to further improve the performance.

The detection accuracy can be impacted by various factors,
such as occlusion and scale variations, in practical scenarios
like autonomous driving and traffic detection. Therefore, this
paper proposes an improved vehicle object detection method
based on YOLOVSs. It uses the mixed data augmentation
technique to improve the generalization ability of the dataset.
Alpha-IoU is used to improve regression accuracy as a
substitute for CIOU. GSConv is used to replace ordinary
convolutions in the neck section, reducing the number of
parameters while maintaining or even improving the
accuracy of the model. Finally, the SGC module is used to
improve the accuracy of small object detection.

II. RELATED WORK

YOLOVS, as one of the models in the YOLO series, has a
well-developed network structure and algorithmic concepts.
It also offers greater flexibility and speed compared to other
versions of YOLO and algorithms, providing significant
advantages when used on embedded devices and similar
platforms.

The YOLOVS algorithm currently consists of four main
versions: s, m, 1 and x. Of these, YOLOvVS5s is the smallest
model in terms of size and offers extremely fast detection
speed with minimal compromise on accuracy. It is
particularly suitable for real-time demanding scenarios such
as autonomous driving. Therefore, YOLOVS5s is chosen as the
base model for improvements.

YOLOVSs version 6.0 has several notable improvements

over previous versions. The detection image size for
YOLOVSs is 640%640. The whole network can be divided
into three parts: feature extraction, feature fusion and
detection heads. Mosaic augmentation is applied to the
dataset, where images are randomly scaled, cropped and
arranged to create different patterns. This increases the
variability of the dataset.

The feature extraction part uses an improved version of
CSPDarknet [15], which strengthens feature propagation
between layers, reduces the number of parameters, and
improves network performance and stability. Finally, the
Spatial Pyramid Pooling Fusion (SPPF) module is applied,
which extracts features at different receptive fields through
three layers of maximum pooling.

For feature fusion, multi-scale fusion is performed using
the Feature Pyramid Network (FPN) in a top-down manner
and the Feature Aggregation Network (FAN) in a bottom-up
manner. This allows features to be extracted at different
scales, thereby improving detection performance.

The detection layer receives the fused new feature layers
from the neck layer and divides them into three universal
scales: 80x80, 40x40 and 20%20 for detection.

III. IMPROVED MODEL

Fig. 1 depicts the MAGS-YOLOVSs network model,
which features significant improvements over YOLOVSs in
object recognition. Notably, the model incorporates data
augmentation, the enhanced alpha-CloU metric, GSConv,
and the SGC block, all of which augment its superior
performance. It overcomes the limitation of inadequate
training data, accelerates the model's convergence speed,
enhances its robustness, optimizes computational efficiency
and accuracy, and improves the model's ability to handle
occlusion.
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Fig. 1. MAGS-YOLOVS5s model
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A. Data Augmentation

In the YOLOVSs object detection model, the default data
augmentation technique is mosaic augmentation. This
technique involves randomly selecting four images from the
dataset and then combining them through random scaling,
cropping, flipping, and colour space transformations. The
corresponding labels are also transformed before training.
This approach enriches the dataset and reduces the risk of
overfitting. In this paper, we also use mix-up augmentation in
addition to mosaic augmentation. This involves selecting two
images from the augmented dataset and combining their pixel
values through weighted averaging, resulting in the creation
of new blended images.

The images are proportionally blended, with each image
contributing approximately 50% transparency, and then
merged while the classification results are proportionally
distributed. Expanding the number of training datasets can
also increase the diversity of training samples, avoiding
overfitting and improving model performance. It is
particularly effective in insufficient or unbalanced training
data. The mosaic-augmented and mix-up-augmented images
are shown in Fig. 2 respectively.
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Fig. 2. Mosaic and mixup augmentation.

B. Loss Function

The loss function in the YOLO series consists of three
components: confidence loss (Lconf), classification loss
(Lcls) and bounding box loss (Lloc). In the YOLOvSs model,
the bounding box loss uses the CloU loss. Compared to the
original IoU, CloU addresses the problem of the gradient
being 0 when the predicted box and the ground truth box do
not overlap. It also takes into account the distance and aspect
ratio between the two boxes, thereby improving the stability
of the target box regression. Figure 3 illustrates the principle
of CloU, and the specific calculation formula is as follows:
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IoU represents the intersection over union between the
predicted box and the ground truth box, p represents the
Euclidean distance between the centres of the two boxes, ¢ is
the diagonal length of the minimum bounding rectangle of
the two boxes, v represents the similarity of the aspect ratios
between the two boxes, and B is the influence factor of v. The
meanings of the corresponding parameters are illustrated in
Fig. 3.
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Fig. 3. CloU

In the above figure, the green box represents the ground
truth box, while the blue box represents the predicted box.
(W&, h") and (w, h) denote the width and height of the ground
truth box and the predicted box, respectively.

To improve the generalisation ability of the model, the
alpha-IoU [16] is introduced to improve the CloU. According
to (4), the alpha parameter is added to CloU, making it
alpha-CloU. The adjustable parameter alpha allows the
model to adapt to different datasets while avoiding
cross-interference between predicted and ground truth boxes.
This approach better handles overlapping objects and speeds
up convergence, thereby improving the model's recognition
performance. The computational process is shown in (4).
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C. Ghost Shuffle Convolution

Traditional convolution modules can extract rich feature
information, but at the cost of increased computational
complexity and time consumption. Depthwise Separable
Convolution (DSC) [17] divides the convolution operation
into two steps to reduce the computational burden: depthwise
convolution and pointwise convolution. Depthwise
convolution performs convolution on each input channel
separately, while pointwise convolution combines the results
of depthwise convolution across channels, thereby reducing
training time. However, the characteristics of depthwise
separable convolution can lead to loss of information when
capturing small features that span multiple channels,
resulting in reduced accuracy. In addition, due to the
simplicity of depthwise separable convolution, more layers
are required to improve model performance, which increases
the network load. Therefore, in this paper, GSConv [18] is
used to replace the standard convolution in the neck part of
the original network. The structure of GSConv is shown in
Fig. 4.
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Fig. 4. GSConv model.

GSConv compresses the spatial dimension of feature maps,
increasing the number of channels while preserving hidden
connections between channels. This allows the model to
retain a high level of semantic information, which supports
accurate object recognition. In addition, the use of shuffle
reduces the computational cost of convolution operations,
making them more efficient and faster. However, if used at
all stages of the model, the network layers would become
deeper, significantly increasing inference time. When these
feature maps reach the neck part, their channel dimensions
reach their maximum, while the width and height dimensions
reach their minimum. Therefore, transformation is no longer
necessary and GSConv has the characteristic of having less
redundant repetitive information. No compression is required,
and the effectiveness of the attention modules is improved.
Therefore, GSConv is only used in the neck layer.

D. C35GC

Long-range dependencies help to improve performance in
several visual tasks. Models typically achieve long-range
dependencies by stacking convolutional layers. However,
this approach can lead to low network efficiency, difficulties
in information propagation, and optimisation challenges. To
address these issues, this paper proposes the SGC module,
which is an improvement based on the SE block and the
Global Context (GC) block. The SGC module is added to the
C3 module of the backbone network, resulting in C3SGC.

The non-local network uses a self-attention mechanism to
obtain long-range dependencies for the network with only
one additional layer. By simplifying the non-local module
and the SE module [19], the GC block is designed. The GC
block aggregates features from all positions to form
contextual features and uses a feature transformation module
to capture interchannel dependencies. Finally, a fusion
module is used to fuse the global context into all positions
[20]. The corresponding module structure diagram is shown
in Fig. 4.

The input information is convolved to obtain a feature
layer with a channel size of 1. The obtained feature layer is
then passed through a softmax function to form an attention
map. This attention map is multiplied element-wise with the
original input. Next, the SE module is applied, which
removes the global average pooling. It redistributes the
weights of each channel across two fully connected layers,
which are then multiplied with the original feature layer,
adjusting the importance of each channel. This process
produces a global information relationship vector. Finally,
two convolutional layers are used to reduce the number of
parameters and further extract information. Compared to
previous models, the improved SGC block not only has fewer
parameters and computational requirements, and captures
global and channel dimensional information, resulting in

improved accuracy.

Context Modeling
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Fig. 5. SGC block.

In this paper, the SGC block is incorporated into the C3
module, which takes the feature maps generated by the
convolutional layers as input. It improves the ability to
capture global contextual information while maintaining the
spatial resolution of the feature maps. This enables the model
to improve the accuracy and robustness of object detection,
especially in complex scenarios such as occluded or small
objects. The structure of the C3SGC model is shown in Fig.
6.
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Fig. 6. C3SGC model.

IV. EXPERIMENT AND ANALYSIS

A. Datasets

The performance of the model was evaluated using the
Pascal VOC07+12 and Microsoft COCO datasets. For the
Pascal VOC dataset, a total of 3,074 images belonging to five
vehicle categories (car, bus, train, bicycle, motorbike) were
extracted from the training and validation sets of Pascal VOC
2007 and 2012. The training and validation sets were
randomly split in an 8:2 ratio. Additionally, an equal number
of images as the validation set were randomly selected from
the Pascal VOC 2007 test set to create the test set.

Regarding the Microsoft COCO 2017 dataset, which
includes six vehicle categories (bicycle, car, motorcycle, train,
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bus, truck), 7,000 images were randomly sampled from the
training and validation sets. These images were further
divided into training, validation, and test sets in an 8:1:1 ratio.

B. Evaluation Index

In the field of computer vision, there are several evaluation
indicators or metrics commonly used to assess the
performance of computer vision systems. Here are some of
the commonly used evaluation indicators in object detection:

Precision quantifies the proportion of true positive
predictions out of all positive predictions made by the
model.Precision is calculated using the following formula.

Precision = L %)
TP+ FP

Recall quantifies the proportion of true positive predictions
out of all actual positive instances in the dataset. Recall is
calculated using the following formula.

Recall = _P 6)
TP+ FN

Mean Average Precision (mAP): mAP extends the average
precision (AP) by averaging AP values across multiple object
classes or targets. It is commonly used in multi-class object
detection tasks, where it provides an overall measure of
detection performance across different target categories.

N
mAP = % > 4P, ™

i=1

C. Experimental Configuration

In this experiment, CentOS 8.2 served as the chosen
operating system, while the graphics card utilized was the
Tesla T4, equipped with a remarkable 15110MiB of memory.
Python version 3.7.0 was employed, and the training process
revolved around the powerful PyTorch 1.8.1 deep learning
framework. To maintain uniformity, all training images were
resized to a consistent dimension of 640x640.

For the baseline model, the decision was made to employ
YOLOVSs with a batch size of 16 and 8 threads to facilitate
efficient parallel processing. The learning rate was
dynamically adjusted throughout training using the cosine
annealing strategy, optimizing the learning process. A
comprehensive training regime of 200 epochs was conducted,
allowing the model to learn and adapt extensively. As a
starting point, pre-trained weights obtained from training on
the COCO dataset were utilized, specifically opting for the
YOLOVS5s.pt weights for initializing the model.

D. Experimental Results

Fig. 7 and Fig. 8 show the results of the PR curves for
YOLOv5s and MAGS-YOLOv5s when tested on the
PASCAL VOC and MS COCO datasets. The blue line
corresponds to the mAP curve at an IoU of 0.5, with the exact
numerical values shown in Table I and Table II. Looking at
both the figures and the tables, it is clear that the improved
model shows accelerated convergence and notable progress
in the recognition of the majority of categories. In particular,
there is a significant improvement in the recognition of larger
object categories such as buses, providing compelling
evidence of the effectiveness of the proposed improvements.
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Fig. 7. P-R curve on PASCAL VOC vehicle dataset
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Fig. 8. P-R curve on MS COCO vehicle dataset

TABLE I
THE P-R CURVES RESULTS ON PASCAL VOC VEHICLE DATASET

its credibility and generalizability.

Class YOLOVSs MAGS-YOLOVSs
Car 0.926 0.934
Bus 0.865 0.933
Train 0.859 0.894
Bicycle 0.865 0.872
Motorbike 0.894 0.922
TABLE I

THE P-R CURVES RESULTS ON MS COCO VEHICLE DATASET

Class YOLOVSs MAGS-YOLOVSs
Bicycle 0.510 0.598
Car 0.670 0.710
Motorcycle 0.559 0.637
Bus 0.791 0.850
Train 0.869 0.852
Truck 0.568 0.637

E.  Compare of Test Results

Fig. 9 and Fig. 10 present a comparison of the test results
obtained from the Pascal VOC and MS COCO vehicle test
sets, respectively. In each dataset, two images were selected
for the purpose of comparison: the left side showcases the test
result of YOLOvVSs, while the right side displays the test
result after applying model improvements.

By analyzing Fig. 9 and Fig. 10, it becomes apparent that
the enhanced network model has yielded improvements
across multiple metrics. Notably, it exhibits enhanced
accuracy and recall rates, allowing it to detect smaller targets
that went unnoticed by the original network. Furthermore, the
model demonstrates improved detection capabilities for
occluded targets, leading to a more effective detection
performance overall. These enhancements have also enabled
the model to better adapt to traffic driving scenarios and other
relevant aspects.The detection results from various datasets
strongly support the claim that the improved network model
exhibits substantial progress and possesses a degree of
universality. By  consistently = showcasing  superior
performance across different datasets, the model reinforces

Fig. 10. The detect results on MS COCO vehicle datasets

F. Ablation Experiment

In order to validate the improvements to the YOLOvSs
model proposed in this paper, a series of ablation experiments
were carried out on two different datasets. The experimental
results for the Pascal VOC and MS COCO vehicle datasets
are presented in Table III respectively. Analysis of these
tables shows that the refined network model showed
significant improvements over the original model, resulting
in an increase in mAP of 2.9% and 5.3% for the Pascal VOC
and MS COCO datasets respectively. These results indicate
that each modification resulted in a consistent increase in the
mAP values of the network, highlighting the effectiveness of
the proposed improvements.

TABLE 11
ABLATION EXPERIMENTS RESULTS ON TWO VEHICLE DATESET
mAP on mAP on
mixup o-CloU  GSConv ~ C3SGC PASCAL MS
VOC COCO
x x x x 88.2% 66.1%
N x x x 89.8% 69.4%
N N x x 90.7% 69.8%
N N N x 91.0% 70.1%
S v v S 91.1% 71.4%

G. Compare with Other Models

Table IV puts forward a performance comparison of the
improved MAGS-YOLOv5s model with other models.
Examination of the table shows that the improved model
outperforms its counterparts. In the Pascal VOC dataset,
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MAGS-YOLOvS5s shows an increase of 2.9%, 6.3% and
2.3% over YOLOvSs, YOLOv4-tiny and YOLOvSI
respectively. Similarly, in the MS COCO dataset,
MAGS-YOLOVSs achieves improvements of 5.3%, 8% and
3.3% over the same models. Notably, this model exhibits
reduced computational complexity and lower equipment
requirements compared to YOLOvVSs. Furthermore, despite
the improved model's increase in mAP, the inference time
only increases slightly. Overall, the improved model has
advantages in both accuracy and speed over alternative
models.

TABLE IV
COMPARING WITH OTHER MODELS
0,
Model FLOPs rr;zls’éa/;)) mAP(%) Inference
Name (G) VOC MS COCO time(ms)
YOLOV5s 15.8 88.2 66.1 6.3
YOLOV4-tiny 13.3 84.8 63.4 5.8
YOLOVS51 107.7 88.8 68.1 253
MAGS-YOL 15.2 91.1 71.4 7.7
Ov5s

V. CONCLUSION

This section introduces the MAGS-YOLOVS5s algorithm, a
significant enhancement for vehicle detection based on the
YOLOvV5s model.

First, An extensive enhancement process is carried out on
the dataset using the mixup technique. And the introduction
of the a parameter further improves the adaptability of the
model. This improvement is remarkable because it doesn't
affect the model's computational capabilities. Another key
improvement involves introducing GSConv to replace a
previous component, which effectively reduces both the
model's parameters and its computational complexity. This
reduction significantly streamlines the model, making it more
efficient and easier to use. To assess the performance of the
MAGS-YOLOv5s model, extensive evaluations are
performed using the widely accepted Mean Average
Precision (mAP) metric. These evaluations include rigorous
experimentation with two benchmark datasets, Pascal VOC
and MS COCO, specifically designed for vehicle detection
tasks. Furthermore, we conduct ablation experiments are
performed to validate the effectiveness of the proposed
enhancements, confirming their positive impact on the
model's performance. The comparative analysis with other
existing models further demonstrates the superiority of the
proposed MAGS-YOLOvVSs model. Especially, the improved
model exhibits extraordinary generalization ability and can
consistently perform well in different scenarios.

In summary, the MAGS-YOLOVS5s algorithm represents a
significant advancement in vehicle detection by harnessing
the power of the YOLOvSs model. Dataset enhancement,
adaptive parameter introduction, model simplification, and
context awareness have greatly improved the algorithm's
accuracy, performance, and universality.
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