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Abstract—Within the big data phenomenon, cluster computing has attracted special attention for its impressive ability to process a vast amount of data. Hadoop cluster is a promising cluster computing framework for implementing big data warehouses and conducting big data analysis, thanks to its distributed file system and MapReduce paradigm. In this paper, we propose a new data placement strategy for a document-oriented data warehouse within the distributed environment of Hadoop. Our contribution includes formalizing the logical model and cube building operators. First, we present the cube building algorithm's processing using the MapReduce paradigm, and then we explore the possibility of accelerating the process by using Spark instead. To evaluate the proposed framework in terms of OLAP cube construction cost, we conducted experiments on a physical cluster, which yielded promising results, specifically, that the proposed framework enables efficient data placement and significantly speeds up cube building compared to a similar OLAP infrastructure chosen from existing literature.

Index Terms— Decision support systems, OLAP, Data warehouse, NoSQL, Data cube.

I. INTRODUCTION

OLTP (Online Transactional Processing) systems have made it possible, in the era of the technological revolution, to enhance the performance of companies by automating many of their business processes. However, they are not well-suited for business intelligence analysis, especially when dealing with Big Data requirements. This is why a second decisional component called OLAP (Online Analytical Processing) is necessary in an organization’s information system [1]. The role of OLAP systems is to promote the management monitoring of the activities that form the business processes thanks to Key Performance Indicators (KPIs), these KPIs are expressively grouped together in a dashboard [2]. Just like the OLTP system which relies on RDBMS, the OLAP decision-making system relies on the data warehouse which is the core component of business intelligence. OLAP systems use a multidimensional view called OLAP cube to query analytical data. The starting point of an OLAP cube is the multidimensional model which defines two essential concepts: fact and dimensions [3]. The fact contains quantitative metrics of a business subject, while the dimension provides descriptions of the facts being stored. The main problem with multidimensional data structures is that there are sparse with multiple null entries and not distributed uniformly throughout the multidimensional space, it is concentrated in groups in spaces-times where business events occur most often [4]. This issue makes it more complex to store and process cube data. Theoretically, there are mainly four technological approaches to store and process analytical data namely Relational OLAP (ROLAP), Multidimensional OLAP (MOLAP), (HOLAP Hybrid OLAP and Desktop OLAP (DOLAP), with these approaches, data is stored either in a relational or multidimensional database in single node architecture. With the emergence of Big Data phenomenon, storing and processing a huge amount of data with, eventually, a large number of dimensions becomes a very challenging concern for classical OLAP approaches and exponentially cost in memory and time [5], [6], [7], [8]. In order to mitigate this problem, in the last few years, technical solutions for storing and processing data in the context of big data started using a distributed approach which consists of using cluster computing [9]. With this approach, data processing is distributed and parallelized between nodes in a cluster. As a result, the multidimensionality specific to decision-making queries is easily managed thanks to the cluster's computation nodes. Actually, Big Data decision-making solutions use either a Hadoop SQL engine which allows to write and execute MapReduce jobs using the SQL language such as Hive and Pig, or a massively parallel processing database in the same way as Teradata which allows to execute analytical queries on Hadoop. Among the cons of the existing solutions is the processing speed which is relatively time-consuming as they use classical cube computation approaches and join operations tend to be slow because multiple joins are performed to link a fact to its associated dimensions due to the logical modelling of Star/Snowflake Schema. In this paper, we propose a distributed OLAP engine framework built atop of Hadoop which relies on MapReduce paradigm and Spark This framework allows the implementation of distributed data warehouse using the document-oriented model, and provides OLAP capability in the big data context. Our contribution can be summarized as follows:

- Data modeling formalization of document-oriented data warehouse.
- The pre-calculation of OLAP cube using MapReduce framework (MR-Cube). Then a re-implementation using Spark is given to further speed up the OLAP cube building.

The remaining of this paper is organized as follows. After the introduction, Section II presents the related works. Section III Introduces the background, the architecture, and
the formalization of the document-oriented data warehouse. Section IV introduces MR-Cube and Spark-Cube operators and details the execution steps of each operator. In Section V an implementation is done to evaluate cube building and storage cost performance metrics. Finally, Section VI concludes the paper and discusses future work.

II. RELATED WORKS

As mentioned earlier, facing big data phenomenon, a new era is emerging in the field of decision support systems. Analysing a huge amount of data has been the motivation for several research studies that aimed to explore new ways for implementing data warehouses and cube building engine on big data trend. In what follows, we will discuss some related works.

In [10], the authors present an OLAP system built on Hadoop framework called HaeOLap (Hadoop based OLAP). The research includes the design, the implementation and the evaluation of the proposed OLAP engine. The MapReduce and data loading algorithm is detailed and experiments are conducted by the authors to compare HaeOLap with some competitors like Hive, HadoopDB and HBase Lattice on different configurations. In the same vein, in [11] the authors propose a cloud computing architecture to set up a data warehouse and to perform OLAP analysis. The proposed environment uses MapReduce and Hive to build OLAP cubes. In [12] the authors explore the feasibility of performing small analytics queries on big data in Hadoop while benefitting from secondary indexes and partitioning in HBase. This research shows the impact of data placement strategy and indexing technique on data availability and accessibility.

In the last few years, a remarkable tendency toward using NoSQL oriented databases for implementing OLAP engines has increased [13], [14], [15], [16], [17], [18]. Column-oriented model is a promising playground that has been tested for OLAP features and data warehousing. In [19], the authors propose three approaches in order to perform the mapping from the conceptual model to logical columnar models, each one leads to a different structure and attribute types. Later the same authors proposed a new approach for building OLAP cubes from columnar NoSQL data warehouse based on an operator called MR Columnar CUBE (MC-Cube) [20], [21]. This operator allows cube construction using MapReduce paradigm according to a column-wise approach. In [22], the authors propose a novel framework to create a columnar data warehouse by applying a set of transformation mapping rules. Additionally, they introduced two aggregate operators, namely MRC-Cube and SC-Cube. These operators leverage the Hadoop MapReduce paradigm and Apache Spark to perform computations for OLAP cubes. Like columnar databases, the use of key value databases can be extended to the implementation of distributed data warehouses. In [23], [24], a new approach is presented in order to instantiate big data mart under key value stores and to perform OLAP analysis.

Regarding OLAP implementation using document-oriented model. In [25], the authors present a new model for extracting OLAP cube from document-oriented NoSQL databases. The proposed model is based on parallel similarity algorithm implemented with MapReduce paradigm to find documents with similar attribute and use them as OLAP dimensions. In [26], the development and design of data warehouses has been suggested using a Model Driven Approach methodology.

Last but not least, in [27] the authors propose a solution to implement OLAP engines on NoSQL databases using a MapReduce like execution with Resilient Distributed Datasets (RDDs).

In summary, all the aforementioned works expresses the importance and the motivation behind using new technologies to support OLAP systems in big data era. The use of document-oriented model for the storage and analysis of big data represents a promising research direction in the field. However, there is still a gap in the development of OLAP systems based on the document-oriented model.

III. DOCUMENT-ORIENTED DATAWAREHOUSE

A. The multidimensional model

The starting point of an OLAP cube is the multidimensional model. In this section we give an overview of basic concepts related to multidimensional modelling and present the formal representation for its components.

Definition 1: The Multidimensional Schema (MS) is a logical description used to design data warehouse systems. The simplest multidimensional schema is Star schema, the two other chief types are Snowflake schema and Galaxy schema. Formally, a Multidimensional Schema denoted S is a triple \((F^o, D^o, Star)\) where:

- \(F^o = \{F_1, ..., F_n\}\) a set of facts.
- \(D^o = \{D_1, ..., D_m\}\) a set of dimensions.
- \(Star : F^o \to 2^{D^o}\) is a function that associates each fact \(F_i \in F^o\) to its associated dimensions \(D_j \in D^o\).

Definition 2: A fact contains measurement about a business process. It is located at the centre of the multidimensional schema. It contains quantitative information for analysis called measures or metrics used in aggregation functions according to dimension attributes. Formally, we can present a fact as a pair \((L, M^f)\), where:

- \(L = \{l_1, l_2, ..., l_n\}\) a set of foreign attributes that link a fact to its associated dimensions.
- \(M^f = \{m_1, m_2, ..., m_p\}\) a finite set of measures.

Definition 3: A dimension describes an analysis coordinate of a measure. It holds dimensional attributes that are used in restriction and grouping clauses. A formal representation of a dimension is a triple \((A^o, H^o, I^o)\), where:

- \(A^o = \{a_1^o, ..., a_n^o\}\) is a finite set of attributes.
- \(H^o = \{h_1^o, ..., h_n^o\}\) is a finite set of hierarchies.
- \(I^o = \{I_1, ..., I_p\}\) a set of dimension instances.

A hierarchy is a directed tree structure for a dimension whose nodes are dimensional attributes and whose arcs represent connections between dimensional attributes. Hierarchies are used to perform aggregations with different granularity levels. A hierarchy denoted \(H^o\) is defined with a pair \((A^o, Weak(R))\), Where:
\[ A^H = \{ a^H_1, \ldots, a^H_n \} \]

An ordered set of attributes which are used to present the level of granularity along the dimension. The first level of granularity represents the dimensional attribute, \( \forall i \in [1..n], a^H_i \in A^H \) and \( a^D_i = a^H_i \).

\[ Weak^H : a^H \rightarrow \{ w_1, \ldots, w_k \} \]

Is a function possibly associating parameters to a set of weak attributes.

---

**IV. OLAP CUBE CONSTRUCTION**

**A. Approach overview**

Efficient data cube computation plays a major role in OLAP system implementation. Among the well-known techniques used in the standard database systems for such computation we can cite the Multiway Aggregation which is a typical MOLAP approach that compute the entire cube using a multidimensional array structure and The Bottom-Up Computation (known as BUC method). These techniques are suited for a limited amount of data and single node architecture. However, with the explosion in volume and variety of data that characterizes big data phenomenon, such task becomes very challenging to traditional softwares and databases. To fix a part of this issue, several OLAP solutions for big data appeared on the market. The most popular is Apache Hive which is a data warehouse infrastructure built on top of Hadoop. Hive offers several interesting features and can perform analytical queries efficiently. To perform aggregations, Hive uses MapReduce framework only with a row-wise approach. Consequently, this leads to a big cost in terms of data transfer and processing and does not allow us to benefit from the advantages offered by in-memory computation engines. To overcome this issue, MR-Cube performs OLAP cube computation from data stored row by row using a column-wise approach. The fact that the fact document and the dimensions share a driving join key, the join operation can be executed using one MapReduce join, which explains our data warehouse modelling. Hence, reducing the number of MR-jobs allows better performance and speeds up the full cube computation. Furthermore, we propose a re-implementation of MR-Cube on Spark (Spark-Cube) which allows us to take advantage of in-memory computation. Our approach relies on precomputation of aggregations over all possible dimensions after performing a query predicate that, selects only records satisfying certain conditions. The design of MR-Cube and Spark-Cube is based on cube theory, which means that the aggregation corresponding to each combination of dimensions is a cuboid and the lattice of cuboids is the full OLAP cube. As far as the technical environment is concerned, we implemented a distributed architecture based on Hadoop file system that allow the partitioning of the data warehouse across highly scalable clusters(nodes). The general architecture of the proposed OLAP system is depicted in Fig. 2.

---

**B. The Mapping rules**

The design of a data warehouse under the document-oriented model revolves around data modelling and how the model represents relationships between fact and dimensions. Unlike the ROLAP implementation where the mapping from the conceptual model to the logical one is standardized and straightforward, the document-oriented model offers several candidate models for representing relationships between the OLAP schema components. The main challenge is to find a compromise between the data retrieval performance and the data storage capacity. As long as data storage is no longer a big issue nowadays, we are interested more in query performance against the data warehouse and especially in OLAP cube building. In this paper we propose a model which uses references to link a fact document to its associated dimensions. It corresponds to a model in which the data is stored in a hierarchical structure and mandates that each child dimension record has only one fact record.

To implement a data warehouse using this model, the following rules are applied:

**R1)** Each fact record, \( F_i \in F^S \), is transformed into a document instance.

**R2)** Each measure \( m_j \in M^p \) is translated into an atomic field \( a^f_j \).

**R3)** Each dimension record \( D_i \in D^p \) is mapped to a document instance.

**R4)** Each dimension attribute \( a_j \in A^p \) is mapped to an atomic field \( a^f_j \).

**R5)** To represent link between the fact collection and its dimensions we use a reference in the dimension collection that store the path to the associated fact instance denoted \( F^p_{id} \).
B. MR-Cube

In this operator, as the name suggests, the MapReduce framework is used to perform OLAP cube computation. Recall that, MapReduce is a distributed programming model for processing a large amount of data. One of the main characteristics of this paradigm is to allow developers to focus only on business-oriented processing because MapReduce and the environment in which it runs support a number of features such as data distribution, load balancing, and parallelization. The terminologies of Map and Reduce come from the functional programming languages used for their construction.

MR-Cube builds the OLAP cube through four steps. The first one loads data from a data warehouse built on top of the Hadoop file system and performs query predicate to filter the tuple satisfying the query criteria. Then, performs a reduce side join between the fact and its associated dimensions. The output result is stored in the file system and used in the second step as input to perform an aggregation operation. This intermediate result is the first level of granularity and is considered as the starting point of the entire OLAP cube computation.

In what follows the execution of MR-Cube operator is described in details.

The first step: This step consists of selecting dimension attributes and measures required to build the OLAP cube. It starts by a map phase that reads the input data using a stream from HDFS, then select, filter and emit the attributes involved in the OLAP cube computation. Since the fact and the dimensions are stored separately in two different files/collections, a reduce join operation is performed to ensure the link between documents instances. As the name implies, the join operation happens on the reduce phase side. Therefore, the mapper adds a tag to each tuple so that the reducer can distinguish where it comes from (Algorithm 1: line 5). The composite key consisting of the fact id and the tag forms the key to the partitioner function, while the measure (for the fact document) and dimension’s attributes are mapped as the value. After partitioning tuples by the join key which is the fact id and sorting them by the tag value, a list of keys and associated values are generated and datasets having the same key are sent to the same reducer to be joined by fact id only (see Fig. 3).

Algorithm 1: MR-Cube – map function

```
1. input: (F_id, a_i^p, value)
   - $\sigma$: query predicate
2. output: (compositKey, value_{mp})
3. if $a_i^p$.value satisfy $\sigma$ do
4.    composit.key $\leftarrow F_s._id$
5.    composit.tag $\leftarrow$ tag
6.    value_{mp} $\leftarrow a_i^p$.value
7. end
8. emit (compositKey, value_{mp})
```

Algorithm 2: MR-Cube – reduce function

```
input: - compositKey (F_id, tag)
       - values: iterator
output: (F_id,value_{mp})
variables: value_{mp1} $\leftarrow$ values.next()
begin
    do
        nextValue $\leftarrow$ values.next()
        value_{mp1} $\leftarrow$ value_{mp1} $+$ nextValue
    while values.hasNextElement()
    emit (F_id,value_{mp1})
end
```

The second step: The second step: It consists of two MapReduce phases. The first one is a map task which takes the output entries of the first step and split the value part (of the key-value pair) into another key-value pair, where the key contains the parameters of the dimensions involved, and the value holds the measure to be aggregated. After the execution of the map function, a first aggregation is performed by the combiner. The use of a combiner in between map and reduces phases allows to reduce effectively the number of key-value pairs which will be transmitted to the shuffle/sort phase and consequently to the reducer. Reducing the number of key value pairs passing from one node to another helps optimize job execution, saves network from congestion and eases the reducer task. This later performs aggregation by key and writes the output in HDFS. At the end of this phase the first level of granularity is calculated. (see Fig. 4)

Algorithm 3: MR-Cube – map function

```
input: (F_id,value_{mp1}) /output of step1
output: (key_mp,value_mp)
variables: T: array of strings
begin
    T=value_{mp1}.split(‘,’)
    key_mp $\leftarrow T[0]
    value_mp $\leftarrow T[1]
    emit (key_mp,value_mp)
end
```

Algorithm 4: MR-Cube – reduce function

```
input: (key_mp,value_mp)
output: (key_strp,value_strp)
variables: M: array of integers
begin
    foreach v in value_mp
        M.add(v)
    end
    key_strp $\leftarrow$ key_mp
    value_strp $\leftarrow$ aggregate(M)
    emit (key_strp,value_strp)
end
```
The third step: Starting with the first level (REG, CUS), in this phase MR-Cube operator performs aggregation as per each dimension attribute separately, which correspond to (REG, ALL) and (ALL, CUS) levels. As mentioned earlier, at the end of the second step the first level of the OLAP cube is calculated and stored on disk. Recall that, tuples of the first level are key-value pairs where, the key is the concatenation of dimension attributes involved in the aggregation. At the map phase of the third step, this key is splitted to generate a new key value pair for each dimension attribute. This is followed by shuffle and sort phases, then, a list of output is sent to the reducer which combines all these values and performs aggregation for a specific key. After the completion of the reducer task, the second level of the OLAP cube is computed and sent back to the Hadoop file system.

Algorithm 5: MR-Cube - map function

\[
\text{input: (key}_{\text{reg}}, \text{value}_{\text{reg}})\\
\text{output: (key}_{\text{inp}}, \text{value}_{\text{inp}})\\
\text{variables: K: array of string}\\
K \leftarrow \text{key}_{\text{reg}}: \text{split(",")}\\
\text{begin}\\
\text{foreach } k \in K\\
\quad \text{key}_{\text{inp}} \leftarrow k\\
\quad \text{value}_{\text{inp}} \leftarrow \text{value}_{\text{reg}}:1\\
\quad \text{emit (key}_{\text{inp}}, \text{value}_{\text{inp}})\\
\text{end}\\
\]

The fourth step: It corresponds to the final stage of the OLAP cube computation operator which performs the highest level of aggregation. The map function takes the output of the second step as input, and replaces all keys with the ‘ALL’ value. The reducer receives an iterator value corresponding to ‘ALL’ key, combines these values and performs aggregation to provide a single output key value pair corresponding to (ALL, Aggregation(measure)).

MapReduce computation paradigm has been the standard since Apache Hadoop’s inception for several reasons: large scale, parallel processing and flexibility. After a Map or Reduce phase, MapReduce framework writes the intermediate results to disk. The data written to disk allows mappers and reducers to communicate with each other. It is also writing to disk that allows some fault tolerance. However, these input/output operations are costly and time-consuming. As the use of Hadoop has grown, its community has made room for other revolutionary architecture such as Spark which writes data on memory. The ability to cache intermediate result in memory has several important consequences on the processing speed of calculations as well as on the overall architecture of Spark. In the next section we look forward to use Spark instead of MapReduce algorithms to perform OLAP cube computation.

C. Spark-Cube

Apache Spark can be seen as the successor of MapReduce computation paradigm. While MapReduce operates in a series of discrete stages (map, shuffle, and reduce) which involve reading from and writing to disk at each stage, Spark embraces in-memory computation, which means it can persist intermediate data in memory between stages rather than writing to disk. That’s why, theoretically, Spark’s performance should be far better than MapReduce’s, particularly for iterative algorithms or interactive analysis due to reduced data movement and disk I/O overhead. Fortunately, it is completely possible to re- implement MapReduce computation algorithm in Spark. The main innovation brought by Spark is the concept of Resilient Distributed Dataset (RDD). An RDD is a collection (to stick to our vocabulary) calculated from a data source (e.g., a data stream from Hadoop File System or another RDD).

Similarly, the process of computing the entire cube using Spark comprises four distinct steps. These steps are outlined below:

The first step: Spark reads text files from HDFS using an input stream from its configuration, then split and load it to multiple RDDs. Each RDD represents a dimension or a fact collection of documents, and only tuples that satisfy the query-filtering criteria are extracted. Another mapper processes the input RDD adding a tag to each element in order to distinguish its parent dataset. It then generates another RDD where the key is made up of the join key and the tag. Afterward, all RDDs are merged using a union operator to a unique RDD that contains the combination of different datasets sorted by the composite key (join key, tag) to ensure that a tuple from one collection comes before the other collection. The resulting RDD is mapped to a paired RDD which is the equivalent for a key-value pair in MapReduce. This allows the reducer to consider only the join key and to ignore the tag value, thus avoiding, for e.g., that two different reducers will be called for the same join key \{key1, tag1\}, \{key2, tag2\}. Finally, a reduceByKey function is applied to join the tuples having the same key.

The second step: In this step, an RDD transformation is applied on the output of the previous step. The result is a new RDD containing the combination of the dimension involved \{(CusRegion, SupName), revenue\}. Subsequently, an RDD action is performed to generate the first level of aggregation \{(CusRegion, SupName), Agg(revenue)\}. Following the aggregation process, this consolidated data is transmitted back to the driver node. This serves as a foundation for the subsequent computation of aggregation levels.

The third and fourth steps: These two concurrent steps run in parallel and are aimed at computing the second and the third aggregation levels corresponding to: \{(CusRegion, ALL), Agg(revenue)\}, \{(ALL, SupName), Agg(revenue)\} and \{(ALL, ALL), Agg(revenue)\}. These aggregation operations are executed on an input Resilient Distributed Dataset (RDD) consisting of key-value pairs. This RDD serves as the foundational data structure for these computations, where keys represent the attributes or dimensions for aggregation and values hold the corresponding revenue data.
Fig. 3. Performing Reduce side join

Fig. 4. Performing aggregation according to different combinations of dimension attributes

Fig. 5. Performing reduce side join operation between fact and dimensions with Spark
V. IMPLEMENTATION

In this section we run an implementation and report results of the experiments we conducted to validate our proposal using different test scenarios. The first experiment aims to measure the storage space metric at different scales between the proposed model and the default model of the star schema, in which the fact has references to associated dimensions (normalized model). In the second experiment we compare the execution time of the full OLAP cube building with MR-Cube and Spark-Cube from a data warehouse built using our model on one hand, then we use Apache Hive to perform cube building against the default model. The last experiment allows evaluating the response time to process analytical queries having different dimension numbers in grouping clauses.

**Dataset:** we used a big data benchmark generator which extends the TPC-H benchmark, a famous specification for testing decision support systems. It consists of the execution of business ad-hoc queries and concurrent data modification in order to report performance metrics of the system under test. For the experiments, we are interested in the data generation part. Basically, the official benchmark is compatible with relational databases only, that’s why we used an extended version of the benchmark from the literature which is conceived to work with the most database solutions. Concretely, it is a Java application which generates data in different file formats and different scale factors. We adapted the source code to fit our proposed model. Data generation is performed by calling the DBGen Java class and loaded directly on HDFS.

**Experimental environment:** our experimental platform consists of 6 machines having an Intel-Core i7-6600U CPU @ 2.60GHz and running Debian-10.10 that communicate using 100 Mbps Ethernet switches. One of these machines hosts the HDFS NameNode and the JobTracker (head node), the other machines are worker nodes which host data nodes and TaskTrackers. It is worth mentioning that in a production environment, it is highly recommended having a duplicate of the NameNode which is eventually a single point of failure, otherwise if the NameNode goes down, the file system does the same.

**A. First experiment**

In the initial phase of our experimentation, we conducted the first experiment to assess the storage space demands of our proposed model in contrast to a normalized model. To gauge this, we varied the scalability factor, exploring three different scale factors: SF=5, SF=10, and SF=20. The primary focus of this experiment was to measure the system’s capacity to efficiently store large volumes of data.

For this particular experiment, we opted not to employ a cluster setup, as it wasn’t deemed necessary at this stage of our research. Instead, we utilized a single-node cluster configuration to carry out the evaluations. The results of this experiment, specifically the disk space requirements for both the proposed and normalized models, are visually represented in Fig. 6. These findings shed light on how our model compares in terms of storage efficiency under varying scalability conditions, providing valuable insights into its suitability for handling substantial data volumes.

![Fig. 6. Disk usage by model and scale factor](image)

It’s clear that the proposed model has a consequent storage cost due to data redundancy. Unlike the normalized model which is used by ROLAP systems, the proposed model uses a hierarchical data structure and duplicates dimension records to increase efficiency. As hard drives with big disk space are getting cheaper, storage cost is not a big issue anymore, and we are rather interested in data accessibility and reliability.

**B. Second experiment**

In this part we aim to compare the performance of MR-Cube and Spark-Cube. The experiment evaluates the full-OLAP cube computation on a cluster of machines described previously. We choose Apache Hive as a competitor. Our choice fell on Hive because it is an OLAP software based on MapReduce too, and it is often used to perform analytical queries from HDFS. In order to test the scalability of the system to handle a large data volume, we increased gradually the scalability factor which impacts the size of the generated data (see Fig. 7).

![Fig. 7. Elapsed time for full cube building by operator on different scale factors](image)

Fig. 7 shows the elapsed time of the cube building by scale factors. From the graph we can observe that the execution time of the OLAP cube building increases proportionately with the size of the data warehouse. Furthermore, according
to Fig. 7, Spark-Cube is the fastest. For example, in a data warehouse size of 14G, Spark-Cube is 1x faster than MR-Cube and Hive. This is easily explained by the fact that in-memory processing speeds up the cube construction considerably, and allows Spark to outperform Hadoop MapReduce which is used by MR-Cube and Hive. More importantly, the results show that data storage and organization mode have a huge clout on OLAP cube building. Indeed, in the data model we are using, the fact that the dimensions inherit the key from the fact document allows to use a single join instead of multiple joins to link the OLAP schema components (the fact and its related dimensions), which reduces considerably the processing time.

Overall, we can conclude that Spark boosts the cube building and allows saving half time.

C. Third experiment

In this last experiment, we want to compare the response time of MR-Cube, Spark-Cube and Apache Hive to process queries with different dimensionalities at different scale factors using the same cluster of machines. Details about queries are reported in TABLE 1.

<table>
<thead>
<tr>
<th>Number of dimensions</th>
<th>Dimension attribute</th>
<th>Predicate</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>Customer: Nation</td>
<td>Date:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D</td>
<td>Customer: Nation</td>
<td>Year between</td>
<td>Sum(revenue)</td>
</tr>
<tr>
<td></td>
<td>Part: Type</td>
<td>2010 and</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Date: Year</td>
<td>2016</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Customer: Region</td>
<td>'Africa'</td>
<td></td>
</tr>
<tr>
<td>4D</td>
<td>Supplier: Name</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Date: Month</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 8. Queries response time by operator faced with variation in scale factor.

Fig. 8 shows time required for processing analytical queries with different dimension numbers involved. We observe that the size of the data warehouse and the variation of dimension numbers have a considerable impact on processing time. This observation is more obvious when performing queries with Apache Hive and by moving the scale factor from 5 to 10. Moreover, the speed of processing between Spark-Cube in one hand and MR-Cube and Hive in another hand differs significantly when scaling up. In fact, the read and write operations on disk performed by MapReduce jobs have a consequent execution time, while Spark keeps intermediate results in memory. More importantly, memory-based computation outperforms disk-based one for all data and query configurations. In other hand, and as expected, the number of join operations performed to fetch the query result influences the execution time (multiple joins led to low performance). Indeed, our algorithm which relies on one reduce-side join shows better performance with the equivalent implementation in Hive.

VI. CONCLUSION

On a broad scale, the process of storing and analyzing data is a complex task and a significant challenge for traditional data warehousing approaches. As a result, vendors of business intelligence solutions have begun adopting new technologies that promote distributed storage and parallel computing paradigms. This paper presents the design and implementation of a distributed document-oriented data warehouse, and aims to construct OLAP cubes using MapReduce and Spark. Our work focuses on formalizing the adopted document logical model by defining a set of migration rules from the multidimensional conceptual model. Additionally, we detail two operators for extracting OLAP cubes: MR-Cube and Spark-Cube.

In the conducted experiments, we evaluated the storage cost of the proposed model and compared the performance of MR-Cube and Spark-Cube with Apache Hive as a benchmark competitor. The experimental results showed that both operators outperform Apache Hive in terms of execution time. The logical model of the data warehouse is based on a parent-child relationship between the fact and its associated dimensions, facilitating faster join operations as the OLAP schema components share the same join key.

Undoubtedly, document-oriented storage and cluster computing offer interesting perspectives for data warehouses. In the short term, we plan to extend the experiments to include other Spark and MapReduce-based OLAP system competitors like Apache Kylin. In the medium term, we aim to study the implementation of data warehouses using graph-oriented databases.
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