
 

 
Abstract—In 1991, Gerstenkorn and Manko introduced a 

correlation coefficient similarity measure for intuitionistic fuzzy 
sets, aiming to investigate statistical relationships between 
objectives. However, their proof of the upper bound for the 
correlation coefficient similarity measure is overly complex and 
can be simplified. In 1995, Bustince and Burillo developed a 
similar correlation coefficient similarity measure for 
interval-valued intuitionistic fuzzy sets, but their proof of the 
upper bound closely resembles that of Gerstenkorn and Manko. 
Both proofs utilized the Schwarz inequality, yet failed to fully 
harness its power as a tool. In this paper, we begin by 
simplifying the intricate computations presented in the works of 
Gerstenkorn and Manko (1991) and Bustince and Burillo (1995). 
Subsequently, we demonstrate that their proofs can be directly 
derived by applying the Schwarz inequality. For a related 
transit bus model, we derive a new approximated solution that 
is very closed to the approximated solution of Wang et al. (2023) 
with the relative error less than 5%. We also consider an 
inventory model to show a possible new direction to locate the 
formulated closed-form optimal solution. 
 

Index Terms—Similarity measure, Intuitionistic fuzzy sets, 
Correlation coefficient, information energy 
 

I. INTRODUCTION 

ERSTENKORN and Manko [1] discussed correlation 
coefficient similarity measures under intuitionistic 

fuzzy sets environment. Up to now, there are 109 papers that 
had cited Gerstenkorn and Manko [1] in their references. One 
of them is Bustince and Burillo [2] to extend correlation 
coefficient similarity measures for interval-valued 
intuitionistic fuzzy sets. Up to now, there are 162 papers had 
cited Bustince and Burillo [2] in their references. The high 
citation rates for Gerstenkorn and Manko [1] and Bustince 
and Burillo [2] indicated the importance of these two papers 
in theoretical evolution and practical application to real 
problems. However, there is a lengthy verification procedure 
in Gerstenkorn and Manko [1] and then the similar tedious 
verification occurred in Bustince and Burillo [2]. We have 
run a comprehensive study of those papers referred to 
Gerstenkorn and Manko [1] or Bustince and Burillo [2], and 
then we can classify them into the following four categories:  
(a) Developed new similarity measures, for example, Zhang 

et al. [3], Meng et al. [4]. 
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(b) Applied measures to practical problems, for example, 
Abdullah and Ismail [5], Arefi and Taheri [6]. 

(c) Constructed a new algorithm to use measures to solve a 
decision problem, for example, Robinson and Amirtharaj 
[7], Sonia et al. [8]. 

(d) Extended measures to a more general setting to seek a 
theoretic structure, for example, Hong [9], Papakostas et 
al. [10]. 

 
Consequently, no papers had discussed the tedious results of 
Gerstenkorn and Manko [1] or Bustince and Burillo [2]. The 
purpose of this paper is to provide a simple proof for their 
verification. 

II. REVIEW FOR THE LENGTHY RESULTS IN GERSTENKORN 

AND MANKO  

If  X ൌ ሼxଵ, xଶ, … , xNሽ is the universe of discourse, for a 
fuzzy set, B ൌ ሼۃx, µBሺxሻۄ: x א Xሽ , where µBሺxሻ  is the 
degree of member-ship, then Dumitrescu [11] assumed the 
informational energy of the fuzzy set B as  

∑ ൣµB
ଶሺx୩ሻ ൅ ሺ1 െ µBሺx୩ሻሻଶ൧

N
୩ୀଵ .              (2.1) 

 
Gerstenkorn and Manko [1] defined T(A) as 

TሺBሻ ൌ ∑ ൣµB
ଶሺx୩ሻ ൅ vB

ଶሺx୩ሻ൧
N
୩ୀଵ ,             (2.2) 

 
for an intuitionistic fuzzy set, 

B ൌ ሼۃx, µBሺxሻ, vBሺxሻۄ: x א Xሽ,               (2.3) 
 
where µBሺxሻ is the degree of membership and  vBሺxሻ is the 
degree of non-membership, with  µBሺxሻ ൒ 0  and  vBሺxሻ ൒
0, with the restriction  1 ൒ vBሺxሻ ൅ µBሺxሻ. 

 
Gerstenkorn and Manko [1] assumed the correlation for 

two intuitionistic fuzzy sets, A and B as 
CሺA, Bሻ ൌ ∑ ሾvBሺx୩ሻvAሺx୩ሻ ൅ µBሺx୩ሻµAሺx୩ሻሿ

N
୩ୀଵ .   (2.4) 

  
The definition of equation (2.4) coincides with the 

correlation for two fuzzy sets when the two intuitionistic 
fuzzy sets degenerated to two fuzzy sets, mentioned by 
Dumitrescu [12] as 
∑ ൣ൫1 െ µBሺx୩ሻ൯൫1 െ µAሺx୩ሻ൯ ൅ µBሺx୩ሻµAሺx୩ሻ൧
N
୩ୀଵ .   (2.5) 

 
Moreover, Gerstenkorn and Manko [1] defined the 

correlation coefficient for two intuitionistic fuzzy sets, A and 
B as follows, 

kሺA, Bሻ ൌ CሺA,Bሻ

ሺTሺAሻTሺBሻሻభ మ⁄ .                     (2.6) 
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We recall the Theorem 1 of Gerstenkorn and Manko [1] in 
the following. 

 
Theorem 1 of Gerstenkorn and Manko [1]. 0 ൑

kሺA, Bሻ ൑ 1. 
 
We will skip some repeated steps in their proof and then 

provide an outline for their proof for Theorem1. 
 

They assumed that ∑ µA
ଶN

୧ୀଵ ሺx୧ሻ ൌ a, ∑ µB
ଶN

୧ୀଵ ሺx୧ሻ ൌ b, 

∑ vA
ଶN

୧ୀଵ ሺx୧ሻ ൌ c, and ∑ vB
ଶN

୧ୀଵ ሺx୧ሻ ൌ d. They derived the 
following computation 

kሺA, Bሻ ൌ
∑ ൫୴Aሺ୶౟ሻ୴Bሺ୶౟ሻାµAሺ୶౟ሻµBሺ୶౟ሻ൯
N
౟సభ

ቂ∑ ቀµB
మ ሺ୶౟ሻା୴B

మ ሺ୶౟ሻቁ∑ ቀµA
మ ሺ୶౟ሻା୴A

మ ሺ୶౟ሻቁ
N
౟సభ

N
౟సభ ቃ

భ మ⁄ , 

 

ൌ
∑ ୴Aሺ୶౟ሻ୴Bሺ୶౟ሻା∑ µAሺ୶౟ሻµBሺ୶౟ሻ

N
౟సభ

N
౟సభ

ቂ∑ ቀµB
మ ሺ୶౟ሻା୴B

మ ሺ୶౟ሻቁ∑ ቀµA
మ ሺ୶౟ሻା୴A

మ ሺ୶౟ሻቁ
N
౟సభ

N
౟సభ ቃ

భ మ⁄ .        (2.7) 

 
They applied the Schwarz inequality to find that 

∑ µAሺx୧ሻµBሺx୧ሻ ൑ ൣ∑ µA
ଶሺx୧ሻ∑ µB

ଶሺx୧ሻ
N
୧ୀଵ

N
୧ୀଵ ൧

ଵ ଶ⁄N
୧ୀଵ ,     (2.8) 

and 

∑ vAሺx୧ሻvBሺx୧ሻ ൑ ൣ∑ vA
ଶሺx୧ሻ∑ vB

ଶሺx୧ሻ
N
୧ୀଵ

N
୧ୀଵ ൧

ଵ ଶ⁄N
୧ୀଵ ,     (2.9) 

 
They obtained that 

kሺA, Bሻ ൑
ሺୡୢሻభ మ⁄ ାሺୟୠሻభ మ⁄

൫ሺୠାୢሻሺୟାୡሻ൯
భ మ⁄ .                  (2.10) 

 
They knew CሺA, Bሻ ൒ 0  and kሺA, Bሻ ൒ 0 , so they 

considered  kଶሺA, Bሻ. To verify  kሺA, Bሻ ൑ 1 is equivalent 
to show that 

ቈ
ሺୡୢሻభ మ⁄ ାሺୟୠሻభ మ⁄

൫ሺୠାୢሻሺୟାୡሻ൯
భ మ⁄ ቉

ଶ

ൌ , 

 
ୡୢାଶሺୡୢୟୠሻభ మ⁄ ାୟୠ

ሺୠାୢሻሺୟାୡሻ
൑ 1.                    (2.11) 

 
They computed 

ୡୢାଶሺୡୢୟୠሻభ మ⁄ ାୟୠ

ሺୠାୢሻሺୟାୡሻ
െ 1, 

 

ൌ ୡୢାଶሺୡୢୟୠሻభ మ⁄ ାୟୠିୡୢିୠୡିୟୢିୟୠ

ሺୠାୢሻሺୟାୡሻ
, 

 

ൌ
ିൣୠୡିଶሺୡୢୟୠሻభ మ⁄ ାୢୟ൧

ሺୠାୢሻሺୟାୡሻ
, 

 

ൌ
ି൫ሺୡୠሻభ మ⁄ ିሺୢୟሻభ మ⁄ ൯

మ

ሺୠାୢሻሺୟାୡሻ
൑ 0.                   (2.12) 

 
Based on the inequality of equation (2.12), they showed 

that the inequality in equation (2.11) is valid such that 
kଶሺA, Bሻ ൑ 1 and then  kሺA, Bሻ ൑ 1 is verified. 

III. REVIEW FOR THE TEDIOUS RESULTS IN BUSTINCE AND 

BURILLO  

    When X  is the universe of discourse, for an 
interval-valued intuitionistic fuzzy sets 

A ൌ ሼۃx, ሾMALሺxሻ,MAUሺxሻሿ, ሾNALሺxሻ, NAUሺxሻሿۄ 
: x א Xሽ,                                      (3.1) 

 
Bustince and Burillo [2] assumed correlation for two 
interval-valued intuitionistic fuzzy sets A and B as 

CIVIFSሺA, Bሻ ൌ
1
2
෍ሾMALሺx୧ሻMBLሺx୧ሻ
N

୩ୀଵ

 

 
൅MAUሺx୧ሻMBUሺx୧ሻ൅NALሺx୧ሻNBLሺx୧ሻ 

 
൅NAUሺx୧ሻNBUሺx୧ሻሿ,                     (3.2) 

and 
EIVIFSሺAሻ ൌ CIVIFSሺA, Aሻ.                     (3.3) 

 
Bustince and Burillo [2] defined the correlation coefficient 
for two interval-valued intuitionistic fuzzy sets, A and B as 

KIVIFSሺA, Bሻ ൌ
CIVIFSሺA,Bሻ

ሾKIVIFSሺAሻKIVIFSሺBሻሿభ మ⁄ .             (3.4) 

 
We cite the critical part of Theorem 1, of Bustince and 
Burillo [2]. 
 
Theorem 1. KIVIFSሺA, Bሻ ൑ 1. 
 
We cite their proof for KIVIFSሺA, Bሻ ൑ 1 in the following. 
From the Schwarz inequality, Bustince and Burillo [2] 
obtained    

KIVIFSሺA, Bሻ ൌ ∑ ሼMALሺx୧ሻ
N
୧ୀଵ MBLሺx୧ሻ ൅, 

 
NALሺx୧ሻNBLሺx୧ሻ ൅ MAUሺx୧ሻMBUሺx୧ሻ ൅ NBUሺx୧ሻNAUሺx୧ሻሽ 

 
ሾMAL

ଶ ሺx୧ሻ ൅ MAU
ଶ ሺx୧ሻ ൅ NAL

ଶ ሺx୧ሻ ൅ NAU
ଶ ሺx୧ሻሿଵ ଶ⁄  

 
ሾMBL

ଶ ሺx୧ሻ ൅ MBU
ଶ ሺx୧ሻ ൅ NBL

ଶ ሺx୧ሻ ൅ NBU
ଶ ሺx୧ሻሿଵ ଶ⁄ ൑ 

 

ቄൣ∑ MAL
ଶ ሺx୧ሻ

N
୧ୀଵ ∑ MBL

ଶ ሺx୧ሻ
N
୧ୀଵ ൧

ଵ ଶ⁄
, 

 

൅ൣ∑ MAU
ଶ ሺx୧ሻ

N
୧ୀଵ ∑ MBU

ଶ ሺx୧ሻ
N
୧ୀଵ ൧

ଵ ଶ⁄
, 

 

൅ൣ∑ NAL
ଶ ሺx୧ሻ

N
୧ୀଵ ∑ NBL

ଶ ሺx୧ሻ
N
୧ୀଵ ൧

ଵ ଶ⁄
, 

 

൅ൣ∑ NAU
ଶ ሺx୧ሻ

N
୧ୀଵ ∑ NBU

ଶ ሺx୧ሻ
N
୧ୀଵ ൧

ଵ ଶ⁄
ቅ, 

 

൫∑ ሾMAL
ଶ ሺx୧ሻ ൅ MAU

ଶ ሺx୧ሻ ൅ NAL
ଶ ሺx୧ሻ ൅ NAU

ଶ ሺx୧ሻሿ
N
୧ୀଵ ൯

ଵ ଶ⁄
, 

 

൫∑ ሾMBL
ଶ ሺx୧ሻ ൅ MBU

ଶ ሺx୧ሻ ൅ NBL
ଶ ሺx୧ሻ ൅ NBU

ଶ ሺx୧ሻሿ
N
୧ୀଵ ൯

ଵ ଶ⁄
.  (3.5) 

 
Bustince and Burillo [2] adopted the following abbreviations: 

 ∑ MAL
ଶ ሺx୧ሻ ൌ a୬

୧ୀଵ ,                          (3.6) 
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∑ MBL
ଶ ሺx୧ሻ ൌ b୬

୧ୀଵ ,                          (3.7) 
 

∑ MAU
ଶ ሺx୧ሻ ൌ c୬

୧ୀଵ ,                          (3.8) 
 

∑ MBU
ଶ ሺx୧ሻ ൌ d୬

୧ୀଵ ,                          (3.9) 
 

   ∑ NAL
ଶ ሺx୧ሻ ൌ e୬

୧ୀଵ ,                        (3.10) 
 

∑ NBL
ଶ ሺx୧ሻ ൌ f୬

୧ୀଵ ,                         (3.11) 
 

∑ NAU
ଶ ሺx୧ሻ ൌ g୬

୧ୀଵ ,                         (3.12) 
and 

∑ NBU
ଶ ሺx୧ሻ ൌ h୬

୧ୀଵ ,                         (3.13) 
 
to rewrite the inequality of equation (3.5) as 

KIVIFSሺA, Bሻ ൑, 
 

ሺ୦୥ሻభ మ⁄ ାሺ୤ୣሻభ మ⁄ ାሺୢୡሻభ మ⁄ ାሺୠୟሻభ మ⁄

൫ሺ୦ା୤ାୢାୠሻሺ୥ାୣାୡାୟሻ൯
భ మ⁄ .                 (3.14) 

 
Bustince and Burillo [2] already knew that  

0 ൑ KIVIFSሺA, Bሻ,                         (3.15) 
 
such that they will try to prove that 

KIVIFS
ଶ ሺA, Bሻ ൑ 

 

ቈ
ሺ୦୥ሻభ మ⁄ ାሺ୤ୣሻభ మ⁄ ାሺୢୡሻభ మ⁄ ାሺୠୟሻభ మ⁄

൫ሺ୦ା୤ାୢାୠሻሺ୥ାୣାୡାୟሻ൯
భ మ⁄ ቉

ଶ

, 

 

ൌ
ൣሺୢୡሻభ మ⁄ ାሺୠୟሻభ మ⁄ ൧

మ
ାൣሺ୦୥ሻభ మ⁄ ାሺ୤ୣሻభ మ⁄ ൧

మ

ሺ୦ା୤ାୢାୠሻሺ୥ାୣାୡାୟሻ
, 

 

൅
ଶൣሺୢୡሻభ మ⁄ ାሺୠୟሻభ మ⁄ ൧ൣሺ୦୥ሻభ మ⁄ ାሺ୤ୣሻభ మ⁄ ൧

ሺ୦ା୤ାୢାୠሻሺ୥ାୣାୡାୟሻ
.        (3.16) 

 
Bustince and Burillo [2] subtracted one from both sides of the 
inequality (3.16) to imply that 

KIVIFS
ଶ ሺA, Bሻ െ 1 ൑

ିଵ

ሺ୦ା୤ାୢାୠሻሺ୥ାୣାୡାୟሻ
, 

 

ቄ൫ሺhcሻଵ ଶ⁄ െ ሺgdሻଵ ଶ⁄ ൯
ଶ
൅ ൫ሺfcሻଵ ଶ⁄ െ ሺedሻଵ ଶ⁄ ൯

ଶ
, 

 

൫ሺgbሻଵ ଶ⁄ െ ሺhaሻଵ ଶ⁄ ൯
ଶ
൅ ൫ሺebሻଵ ଶ⁄ െ ሺfaሻଵ ଶ⁄ ൯

ଶ
, 

 

൫ሺgfሻଵ ଶ⁄ െ ሺheሻଵ ଶ⁄ ൯
ଶ
൅ ൫ሺcbሻଵ ଶ⁄ െ ሺdaሻଵ ଶ⁄ ൯

ଶ
ቅ.  (3.17) 

 
Hence, Bustince and Burillo [2] obtained that 
KIVIFS
ଶ ሺA, Bሻ ൑ 1  and then they finished their proof for  

1 ൒ KIVIFSሺA, Bሻ. 

IV. OUR IMPROVEMENT FOR BOTH PAPERS  

If we compare equations (2.12) and (3.14) to find out that 
the most important issue in their proof of Gerstenkorn and 
Manko [1] and Bustince and Burillo [2] is to verify that 

൬∑ ሺa୩b୩ሻଵ ଶ⁄J
୩ୀଵ ൫∑ a୩

J
୩ୀଵ ∑ b୩

J
୩ୀଵ ൯

ଵ ଶ⁄
ൗ ൰ ൑ 1.     (4.1) 

 
The inequality in equation (4.1) can be directly derived 

from the Schwarz inequality, if we assume two vectors, 

Y ൌ ൫√aଵ, √aଶ, … ,ඥaJ൯,                     (4.2) 

 and 

Z ൌ ൫ඥbଵ, ඥbଶ, … ,ඥbJ൯,                     (4.3) 

 
then the Schwarz inequality implies that the absolute value of 
the inner product (the dot product) of Y and Z is less than or 
equal to the multiplication of lengths of Y and of Z, that is, 

,Yۃ Zۄ ൌ ∑ ඥa୩b୩
J
୩ୀଵ , 
 

൑ ට∑ ሺ√a୩ሻଶ
J
୩ୀଵ

ට∑ ൫ඥb୩൯
ଶJ

୩ୀଵ , 

 

ൌ ට∑ a୩
J
୩ୀଵ

ට∑ b୩
J
୩ୀଵ .                       (4.4) 

 
Hence, by Schwarz inequality, we can directly show the 

inequality of equation (4.1) is valid and then inequalities of 
equations (2.12) and (3.14) are also hold.  

 
Consequently, the lengthy proof of equations (2.7-2.12) 

and tedious proof of equations (3.6-3.17) becomes 
unnecessary. 

 
Moreover, if we assume two vectors 

S ൌ ሺsଵ, … , s୫ଵ,sଵା୫ଵ,… , s୫ଶା୫ଵ, 
 

sଵା୫ሺ୨ିଵሻାڮା୫ଵ, … , s୫Jା୫ሺJିଵሻାڮା୫ଵ൯,        (4.5) 

and 
T ൌ ሺtଵ, … , t୫ଵ,tଵା୫ଵ, … , t୫ଶା୫ଵ, 

 
tଵା୫ሺ୨ିଵሻାڮା୫ଵ,… , t୫Jା୫ሺJିଵሻାڮା୫ଵ൯,        (4.6) 

 
with a conventional expression, m0 ൌ 0. 

 
From the Schwarz inequality, researcher can directly 

derive that 
,Sۃ Tۄ ൑ ԡSԡ ԡTԡ,                          (4.7) 

that is, 

∑ s୩t୩ ൑
୫ଵା୫ଶାڮା୫J
୩ୀଵ , 

 

൫∑ s୩
ଶ୫ଵା୫ଶାڮା୫J

୩ୀଵ ∑ t୩
ଶ୫ଵା୫ଶାڮା୫J

୩ୀଵ ൯
ଵ ଶ⁄

.          (4.8) 
 
For Gerstenkorn and Manko [1], if we assume that  

J ൌ 2,                                  (4.9) 
 

m1 ൌ m2 ൌ N,                         (4.10) 
for k ൌ 1,2, … , N, 

s୩ ൌ µAሺx୩ሻ,                            (4.11) 
 

s୩ାN ൌ vAሺx୩ሻ,                            (4.12) 
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t୩ ൌ µBሺx୩ሻ,                            (4.13) 
and  

t୩ାN ൌ vBሺx୩ሻ,                            (4.14) 
 

and then using equation (4.8), we derive that 
∑ µAሺx୩ሻµBሺx୩ሻ
N
୩ୀଵ ൅ ∑ vAሺx୩ሻvBሺx୩ሻ

N
୩ୀଵ , 

 

൑ ൫∑ µA
ଶሺx୩ሻ

N
୩ୀଵ ൅ ∑ vA

ଶሺx୩ሻ
N
୩ୀଵ ൯

ଵ ଶ⁄
, 

 

൫∑ µB
ଶሺx୩ሻ

N
୩ୀଵ ൅ ∑ vB

ଶሺx୩ሻ
N
୩ୀଵ ൯

ଵ ଶ⁄
.        (4.15) 

 
From equation (4.15), we know that 1 ൒ KሺA, Bሻ such that 

after we assume a new pair of vectors, and then Theorem 1 of 
Gerstenkorn and Manko [1] can be directly obtained.  

 
Next, we will apply our approach for Bustince and Burillo 

[2]. 
 
For Bustince and Burillo [2], we assume that 

J ൌ 4,                                  (4.16) 
 

m1 ൌ m2 ൌ m3 ൌ m4 ൌ N,                (4.17) 
for k ൌ 1,2, … , N, 

s୩ ൌ MALሺx୩ሻ,                           (4.18) 
 

s୩ାN ൌ MAUሺx୩ሻ,                        (4.19) 
 

s୩ାଶN ൌ NALሺx୩ሻ,                        (4.20) 
 

s୩ାଷN ൌ NAUሺx୩ሻ,                        (4.21) 
 

t୩ ൌ MBLሺx୩ሻ,                           (4.22) 
 

t୩ାN ൌ MBUሺx୩ሻ,                         (4.23) 
 

t୩ାଶN ൌ NBLሺx୩ሻ,                         (4.24) 
and 

t୩ାଷN ൌ NBUሺx୩ሻ.                       (4.25) 
 
We apply equation (4.8), to derive that 
∑ ሺNALሺx୩ሻNBLሺx୩ሻ ൅
N
୩ୀଵ NAUሺx୩ሻNBUሺx୩ሻ, 

 
MALሺx୩ሻMBLሺx୩ሻ ൅ MAUሺx୩ሻMBUሺx୩ሻ൯ ൑ 

 
൫∑ MAL

ଶ ሺx୩ሻ ൅
N
୩ୀଵ MAU

ଶ ሺx୩ሻଵ ଶ⁄ , 
 

, ൅NAL
ଶ ሺx୩ሻ ൅ NAU

ଶ ሺx୩ሻቁ
ଵ ଶ⁄

 

 
൫∑ MBL

ଶ ሺx୩ሻ ൅
N
୩ୀଵ MBU

ଶ ሺx୩ሻ, 
 

൅NBL
ଶ ሺx୩ሻ ൅ NBU

ଶ ሺx୩ሻቁ
ଵ ଶ⁄

.           (4.26) 

 
From equation (4.26), we directly show that 

KIVIFSሺA, Bሻ ൑ 1 to provide a direct proof for Theorem 1, 

of Bustince and Burillo [2]. 

V. MORE COMMENTS FOR GERSTENKORN AND MANKO 

    Gerstenkorn and Manko [1] mentioned that for two  
A ൌ ሼۃx, µAሺxሻ, vAሺxሻۄ: x א Xሽ,               (5.1) 

and 
B ൌ ሼۃx, µBሺxሻ, vBሺxሻۄ: x א Xሽ,               (5.2) 

 
the union operator A ׫ B is assumed as 

A ׫ B ൌ ሼۃx, µAሺxሻ ש µBሺxሻ, 
 

vAሺxሻ ש vBሺxሻۄ: x א Xሽ.                   (5.3) 
 

We recall Atanassov [13], then the union operator A ׫ B 
should be defined as follows, 

A ׫ B ൌ ሼۃx, µAሺxሻ ש µBሺxሻ,, 
 

vAሺxሻ ר vBሺxሻۄ: x א Xሽ,                   (5.4) 
where 

µAሺxሻ ש µBሺxሻ ൌ maxሼµAሺxሻ, µBሺxሻሽ,          (5.5) 
and 

vAሺxሻ ר vBሺxሻ ൌ minሼvAሺxሻ, vBሺxሻሽ.          (5.6) 
 
We refer to Theorem 2 of Gerstenkorn and Manko [1] 

which claimed that kሺA, Bሻ ൌ 0 if and only if for every x in 
the universe of discourse,   

|µAሺxሻ െ µBሺxሻ| ൌ 1,                       (5.7)   
and 

|vAሺxሻ െ vBሺxሻ| ൌ 1.                       (5.8)   
 
We agree that based on Equation (5.7), then two cases: (A) 

µAሺxሻ ൌ 1 , and µBሺxሻ ൌ 0 , or (B) µAሺxሻ ൌ 0 , and 
µBሺxሻ ൌ 1, will happen.  

 
However, for both cases (A) and (B), will imply that  

µAሺxሻµBሺxሻ ൌ 0.                           (5.9) 
 
Similarly, from Equation (5.8), then two cases: (C) 

vAሺxሻ ൌ 1 , and vBሺxሻ ൌ 0 , or (D) vAሺxሻ ൌ 0 , and 
vBሺxሻ ൌ 1, will occur.  

 
However, for both cases (C) and (D), will imply that 

vAሺxሻvBሺxሻ ൌ 0.                      (5.10) 
 
For every x in the universe of discourse, we know that 

Equations (5.9) and (5.10) are valid to yield that kሺA, Bሻ ൌ
0 which is proved. 

 
On the other hand, we assume that X ൌ ሼxሽ , and two 

intuitionistic fuzzy sets, A and B, with 
A ൌ ሼۃx, µAሺxሻ ൌ 0.3, vAሺxሻ ൌ :ۄ0 ሼxሽ ൌ Xሽ,       (5.11) 

and 
B ൌ ሼۃx, µBሺxሻ ൌ 0, vBሺxሻ ൌ :ۄ0.8 ሼxሽ ൌ Xሽ,      (5.12) 

then we derive that 
cሺA, Bሻ ൌ 0,                            (5.13) 

and then we obtain that 
kሺA, Bሻ ൌ 0,                            (5.14) 
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However, we show that 

|µAሺxሻ െ µBሺxሻ| ൌ 0.3 ് 1,                  (5.15) 
and 

|vAሺxሻ െ vBሺxሻ| ൌ 0.8 ് 1.                  (5.16) 
 
Hence, Theorem 2 of Gerstenkorn and Manko [1] needs 

revisions. 
 
In the following, we present a revised version for them, "If 

Equations (5.7) and (5.8) both are true, then Equation (5.14) 
is valid.". 

 
We refer to Gerstenkorn and Manko [1] that claimed that 

kሺA, Bሻ ൌ 1 if and only if for every x in the universe of 
discourse, 

|µAሺxሻ െ µBሺxሻ| ൌ 0,                       (5.17) 
and 

|vAሺxሻ െ vBሺxሻ| ൌ 0,                       (5.18) 
 
and then it will imply that A ൌ B. 

 
If  A ൌ B , we know that  cሺA. Aሻ ൌ TሺAሻ , then 

kሺA, Bሻ ൌ 1 is valid. 
 
On the other hand, if  kሺA, Bሻ ൌ 1, based on the Cauchy- 

Schwarz inequality, then there is a positive number, denoted 
as s, that satisfies  

A ൌ sB.                                (5.19) 
 
There are infinite possible choice of s such that the 

implication of Gerstenkorn and Manko [1] to assert that 
A ൌ B which is false. 

VI. A RELATED TRANSIT BUS SYSTEM 

    In this section, we will provide an alternative 
approximated solution for the bus transit model discussed by 
Wang et al. [14] and Jara-Diaz et al. [15]. 
 
The solution procedure of Wang et al. [14] was based on the 
following assumption: to find the optimal solution of 

   PpNP fAffVCR ,
 

 

P

N

N

N
NN

P

P

f

f

f

G
fA

f

G  ,               (6.1) 

denoted the optimal solutions as *
Pf  and *

Nf  that satisfy 

  #* 1 PP ff  ,                         (6.2) 

and 

  #* 1 NN ff  ,                          (6.3) 

where 

PPP AGf # ,                           (6.4) 

and  

NNN AGf # ,                           (6.5) 

 
are the solution for the traditional separated bus transit 

system for the peak period and normal period, respectively. 
 
In Wang et al. [14], they implicitly assumed that the 

increasing rate of  fP  from the initial point, fP
#, is equal to the 

decreasing rate of fN from the initial point, fN
#. 

 
We check that  870.679ሺ1 ൅ iሻ ൌ 1083.23, then i ൌ 0.2441, 
the peak period frequency fP  increases 24.41%.  
 
On the other hand, we find that  303.369ሺ1 െ jሻ ൌ 182.99, 
then  j ൌ 0.3968, the normal period frequency fN decreases 
39.68%. 
 
The above computation points out that Wang et al. [14] 
assumed that the increasing percentage of the peak period 
frequency is closed to the decreasing percentage of the 
normal period frequency that did not supported by their 
results.  
Therefore, we will provide an alternative approach to develop 
a new approximated formulated solutions for the peak 
frequency and normal frequency. 

VII. OUR FORMULATED CLOSED-FORM SOLUTION 

    We consider approximated solution to treat 

  11 ,                               (7.1) 
 
then we can simplify the previous quartic equation proposed 
by Wang et al. [14] to a quadratic equation, 

    0222 22  abcd
bc

ad  ,   (7.2) 

 
that can be further expressed as 

    abcdabcd  22

 
 

02 
bc

ad .                             (7.3) 

 
We obtain two formulated approximated solutions: if 

abcd  , 

  


 abcd
abcd

1
1 ,    (7.4) 

and 

  


 abcd
abcd

1
2 ,    (7.5) 

 
where   is an abbreviation to simplify the expressions, 
with 

   
bc

ad
abcdabcd  2

2
.     (7.6) 

 

On the other hand, if abcd  , then 

  bccdab

ad


  .                     (7.7) 
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We recall that a quadratic equation has a pair of closed-form 
formulated solutions as we mention in Equations (7.4) and 
(7.5). 
 
We adopt the same numerical example as Wang et al. [14] 
and Jara-Diaz et al. [15] to use the following parameters: 
a ൌ 21.48 , b ൌ 16283611 , c ൌ 25.74 , and d ൌ
2368925. Based on Equations (7.4) and (7.5), we derive 
that  εଵ ൌ 0.573, and  εଶ ൌ െ5.441. 
 
Based on  ε ൌ 0.573, then we obtain that the frequency for 
the peak period, 

 fP ൌ 1369.57854,                          (7.8) 
 
and the frequency for the normal period, 

fN ൌ 129.538618.                         (7.9) 
 
We plug our results of Equations (7.8) and (7.9) into 
Equation (6.1) to derive the total cost for the bus transit 
system, 

VCRሺfP, fNሻ= 67540.693.                    (7.10) 
 
We recall that in Wang et al. [14], they obtained that 

 fN
# ൌ 198.1647.                         (7.11) 

and 

fP
# ൌ 1172.6195,                        (7.12) 

 
and then their approximated total cost is obtained as follows, 

 VCR൫fP
#, fN

#൯ ൌ 64367.89.                 (7.13) 
 
We compute the relative error to show that 

଺଻ହସ଴.଺ଽଷ

଺ସଷ଺଻.଼ଽ
ൌ 1.04929.                    (7.14) 

 
Based on Equation (7.14), we know that our formulated 
approximated solutions are very closed to the formulated 
approximated solutions proposed by Wang et al. [14] such 
that the relative error is within the 5%. 

VIII. A RELATED PROBLEM  

    In the next section, we will construct a new algebraic 
solution approach. First, we recall that Grubbström and 
Erdem [16] published a paper to solve inventory problem by 
an algebraic method of square root. This is the first paper to 
solve inventory models without referring to calculus. The 
purpose is to introduce inventory model to those students and 
practitioners, who are not familiar differential analysis. Up to 
now, there are more than one hundred papers that have cited 
Grubbström and Erdem [16] in their references. 
Cárdenas-Barrón [17] extended to the inventory model 
proposed by Grubbström and Erdem [16] with shortage. 
Ronald et al. [18] pointed out that Grubbström and Erdem [16] 
and Cárdenas-Barrón [17] knew the final solution in 
advanced such that they can construct their algebraic solution 
procedure. Ronald et al. [18] provided a complicate method 
to develop a two-step algebraic process to solve these 
inventory systems.  

IX. OUR PROPOSED NEW ALGEBRAIC PROCEDURE 

    We recall the algebraic process of Ronald et al. [18] that 
tried to minimize   

 yxf , ,                                 (9.1) 

for  0 ൏ and  0  ݔ ൏  by locating a necessary condition of ,ݕ
the optimal solution and then converting the two-variable 
problem into an one-variable problem and then they can solve 
the one-variable optimal problem.  
Following this research trend, Chang et al. [19] constructed 
their new algebraic solution methods. Consequently, there 
are three solution approaches. 
 
The first approach: in Ronald et al. [18], partition the domain 
from a infinite square to a collection of rays such that Ronald 
et al. [18] first solve the minimum problem along the ray 

axy   to convert the minimum problem from a 

two-variable problem into a one-variable problem of x, 

   axxfyxf ,,  ,                         (9.2) 

 
to solve the optimal solution, denote it as xכሺaሻ that satisfies 

f൫xכሺaሻ, axכሺaሻ൯ ൌ minሼfሺx, axሻ: 0 ൏ ݔ ൏ ∞ሽ,   (9.3) 
 
when "a" is temporarily treated as a constant, to consider 

 axxf ,  only in variable x. In the next step, Ronald et al. 

[18] tried to find the optimal solution for "a" under the 
domain 0 ൏ ܽ ൏ ∞ as follows, 

Fሺaሻ ൌ f൫xכሺaሻ, axכሺaሻ൯.                  (9.4) 
 
During a private conversation, one author of Ronald et al. [18] 
admitted that their solution approach was motivated by 
Montgomery et al. [20].  
 
However, to strive to publish a new paper, in Ronald et al. 
[18], the authors did not contribute the original idea to 
Montgomery et al. [20]. 
 
The second approach proposed by Chang et al. [19]: find a 

relation  yxx  , to express x in the variable of y and then 

plug  yxx   into the original problem to convert 

      ygyyxfyxf  ,, .               (9.5) 

 

Hence, one-variable optimal problem,  yg , will be solved 

by algebraic procedure proposed by researchers. 
 
The third approach mentioned in Chang et al. [19]: find a 

relation of  xyy  , to express y in the variable of x, and 

then plug  xyy   into the original problem to convert 

      xhxyxfyxf  ,, ,               (9.6) 

 
and then they will solve the one-variable optimal problem of 

 xh . 

 
Chang et al. [19] claimed that they improved Ronald et al. [18] 
by an easily algebraic approach. Sphicas [21] extended this 
line of examination for inventory models with two shortage 
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costs: linear and fixed.  
However, the solution process of Sphicas [21] is too intuitive 
such that unless researchers know the final optimal solution 
in advanced, it is too difficult to image the solution process of 
Sphicas [21].  
Consequently, several papers tried to provide different 
solution procedures for this kind of inventory models. 
Motivated by our previous discussions, in the following, we 
will present a new algebraic solution procedure. 
 
Our goal is to solve the following minimum problem 
proposed by Chang et al. [19]:   

min     xbxaxf  21 ,               (9.7) 

 
to find restrictions of a, b, and c such that f(x) has a minimum 
solution for the restricted domain, 0 ൏ ݔ ൏ ∞ , under the 
condition 0 ൏ ݂ሺxሻ for the restricted domain, 0 ൏ ݔ ൏ ∞. 
 
We assume that the minimum value occurs at 

  Eaxxf  ** ,                           (9.8) 

 
where E  is the lower bound for the values of  fሺxሻ. 
 
We suppose the following possible solution algorithm: 

Step 1, show that there is a lower bound, E  for  xf . 

Step 2, define a new function     Exfxg  , then to 

minimize  xg .  

Step 3, to create   22 axxg  .  

 
Remark. We can say that it is almost impossible to derive 

  22 Eaxxf   naturally, if researchers did not know 

the final minimum value. 
 

We point out that (i)   22 axxg   contained three items, 

and (ii)   22 Eaxxf   contained six items. We can 

predict that many inventory models may be solved by this 
new approach.  
 
Recently, Luo and Chou [22], Lan et al. [23], and Chiu et al. 
[24] presented several different algebraic methods to solve 
this kind of inventory systems. 

X. DIRECTION FOR FUTURE RESEARCH 

    There are several recently published papers that are worthy 
to recall to help readers understand those important research 
trends. For example, there are four noteworthy papers: 
Pappalardo et al. [25] Patil et al. [26], Zhu et al. [27], and Tan 
et al. [28] which practitioners should examine for their 
research topics. Conversely, there are another four articles: 
Wichapa and Sodsoon [29], Zhang et al. [30], Raghu and 
Prameela [31], and Atatalab and Najafabadi [32] which 
researchers should consider for future study directions. In 
addition, Wang and Chen [33] identified questionable results 
in Aguaron and Moreno-Jimenez [34], and proposed 
revisions. Furthermore, Wang and Chen [33] offered 

additional comments on Aguaron and Moreno-Jimenez [34] 
and Yen [35]. Yang and Chen [36] examined the works of 
Çalışkan [37], Çalışkan [38], Osler [39], and Yen [35], and 
presented their own revisions. Yen [40] identified significant 
issues in Çalışkan [41], Wee et al. [42], Çalışkan [43] and 
Çalışkan [44] and provided improvements for them. Yen [35] 
conducted a study on inventory systems using algebraic 
processes and addressed an open question proposed by 
Chang et al. [45]. These papers hold significance in guiding 
researchers and practitioners in their respective fields. 

XI. CONCLUSION 

In conclusion, our study extends the verification procedure 
presented by Gerstenkorn and Manko [1] and Bustince and 
Burillo [2] to an abstract setting. By directly applying the 
Schwarz inequality, we provide a simplified proof that 
renders the cumbersome computations in their original proofs 
redundant. Our findings highlight the effectiveness and 
power of the Schwarz inequality as a valuable tool in 
correlation coefficient similarity measures.  

We also derived an approximated closed solution for a 
transit bus system which is very closed to the approximated 
solution proposed by Wang et al. [14].  

At last, not the least, we recalled an inventory system 
proposed by Grubbström and Erdem [16] that had been 
studied by many researchers to apply algebraic methods to 
solve the closed-form optimal solution without referring the 
calculus. We present a possible solution approach that will 
help practitioners find new solution procedures. 
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