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Abstract—This paper introduces an advanced road damage
detection algorithm that effectively addresses the shortcomings
of existing models, including limited detection performance and
large parameter sizes, by utilizing the YOLOv8n model. Key
enhancements are integrated into the proposed algorithm to
bolster its efficacy. First,the ConvNeXt V2 backbone network
is integrated to improve the extraction of contextual features,
thereby enhancing the effectiveness of road damage detection.
Second, the algorithm employs a C2f_GhostNetV2 block struc-
ture to strengthen feature representation while simultaneously
reducing computational costs. Additionally, PConv is utilized
in the neck region to optimize spatial feature extraction,
thereby minimizing redundant computations. The experimental
results indicate that the proposed algorithm performs effectively
on the Chinese subset of the RDD2022 dataset. Specifically,
detection accuracy improved by 1.9%, recall by 1.8%, and
mAP@0.5 by 2.1%, while the number of parameters decreased
by 24% compared to the initial model. The optimized algorithm
increases FPS by 4, meeting the dual requirements of mobile
devices for accuracy and real-time object detection.

Index Terms—road damage detection, YOLOvV8n, Con-
vNeXtV2 backbone network, C2f GhostNetV2 block structure,
PConv

I. INTRODUCTION

ITH the rapid advancement of artificial intelligence,
real-time performance is becoming crucial for object
detection across various applications. One notable appli-
cation is road damage detection technology, which plays
a crucial role in ensuring road maintenance and safety
[1]. The issue of road damage not only impacts traffic
safety and driving efficiency but also imposes significant
economic and environmental burdens on vehicle owners and
society at large. This highlights the necessity for timely
maintenance by transportation agencies [2]. As of 2022,
China has maintained over 5.3503 million kilometers of
highways, representing 99.9% of the nation’s total highway
mileage, thereby emphasizing the growing importance of
highway maintenance efforts in the country [3]. Given these
factors, road damage detection technology has become an
indispensable tool in the realm of road maintenance and
safety.
Road damage detection technology aims to distinguish
between different types of road damage. This is achieved
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through various methods, including manual inspection tech-
niques, automated systems techniques, and image process-
ing techniques. Historically, manual inspections were the
primary method used to assess road conditions. However,
this approach encountered several challenges, including harsh
working conditions, inadequate safety measures for person-
nel, and limitations in detection accuracy due to inspectors’
varying levels of expertise and experience. As technology
has advanced, there has been a shift towards automated
methods, such as vehicle sensor system. Despite their in-
creased accuracy and efficiency, these automated systems
are expensive, posing significant challenges for financially
constrained regions or institutions [4, 5]. Additionally, the
operation and maintenance of these systems require person-
nel with a high level of technical expertise. In contrast, image
processing techniques provide a more cost-effective and effi-
cient alternative, with their accuracy improving over time as
technology progresses. Nevertheless, these techniques are not
without their own challenges. Image processing algorithms
need to be further developed to improve their generalization
and robustness in real-world scenarios, address suboptimal
performance in detecting small targets, and reduce high
computational complexity. Additionally, they must become
less susceptible to environmental factors such as weather and
lighting conditions. Consequently, ongoing research efforts
are dedicated to developing road damage detection algo-
rithms that can overcome these limitations [6-8].

Advancements in deep learning techniques have led to
significant progress in the field of object detection. Var-
ious convolutional neural network architectures, including
R-CNN [9], Fast R-CNN [10], Faster R-CNN [11], SSD
[12], and YOLO [13], have been employed to enhance the
accuracy and stability of road damage detection. Among
these approaches, YOLO has notably distinguished itself
by achieving a commendable balance between speed and
accuracy, thus facilitating rapid and reliable object identifi-
cation in images. Its design also features a streamlined set of
hyperparameters, which makes it relatively straightforward to
adjust. However, despite these advancements, there remains
potential for enhancing the accuracy of road damage detec-
tion when directly applying these methodologies. Moreover,
achieving real-time performance that meets the accuracy
requirements for mobile terminal devices continues to present
a significant challenge.

YOLOVS algorithm has demonstrated substantial advance-
ments in both speed and detection accuracy over its predeces-
sors. Nevertheless, these improvements have been accompa-
nied by an increase in the model complexity and operational
cost. Despite significant progress, there is still potential for
improvement in detection accuracy and model performance.
To address this, this paper proposes a road damage detection
technology based on the YOLOvVS algorithm. The following
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are the main contributions of this study:

This paper introduces the integration of a newly developed
convolutional neural network module, ConvNeXt V2 [14],
into a redesigned backbone network structure with the objec-
tive of enhancing feature extraction capabilities. ConvNeXt
V2, an advanced convolutional neural network architec-
ture, has exhibited significant performance improvements
across a variety of visual recognition tasks, surpassing tradi-
tional convolutional neural networks in numerous recognition
benchmarks. This module incorporates innovative techniques
such as inverted bottleneck layers and large convolutional
kernels, which serve to expand the network’s receptive
field, thus enhancing the capture of contextual information.
Furthermore, the inclusion of group normalization enables
the module to effectively manage information at various
scales, thereby improving its capacity to extract contextual
features. Additionally, depth-wise separable convolution is
employed to streamline computational complexity without
compromising expressive power. With these enhancements,
the ConvNeXt V2 module is designed to enhance feature
extraction capabilities, thereby improving performance in
road damage detection tasks.

To enhance the performance of object detection, this
paper introduces the C2f _GhostNetV2, a lightweight atten-
tion module derived from the original C2f module. The
core purpose of the C2f GhostNetV2 is to generate more
feature maps while utilizing fewer parameters. This objective
is achieved by substituting the original C2f DarknetBot-
tleneck with GhostNetV2 blocks [15]. The design of the
C2f_GhostNetV2 module enriches gradient flow within the
model by establishing connections across layers, thereby
fusing shallow and deep features and consequently enhanc-
ing object detection performance. It is recognized that re-
ducing parameter counts to improve real-time performance
may lead to compromised detection accuracy. However, the
GhostNetV2 block is selected to address this challenge as
it maintains lightweight characteristics without sacrificing
representational capability.

This paper introduces Partial Convolution (PConv) [16],
an efficient technique for capturing spatial information while
reducing redundant operations and memory access overhead.
This dual function ensures real-time processing and improves
model accuracy. By minimizing unnecessary computations,
PConv helps in maintaining high floating-point operations
per second (FLOPS) while reducing floating-point operations
(FLOPs). This optimization greatly enhances the model’s
computational performance and memory utilization.

The core value of this research lies in enhancing the
YOLOV8n algorithm, achieving real-time performance while
maintaining high detection accuracy and robustness. This
advancement provides essential technical support for main-
taining road health and safety. Additionally, the findings of
this research offer valuable insights and methodologies for
researchers in other detection fields grappling with similar
issues. To assess the practical efficiency and application po-
tential of the improved YOLOvS8n algorithm for road damage
detection, this paper provides a comprehensive summary and
analysis of the research results. The structure of this study
is outlined as follows: The second part summarizes road
damage detection technologies based on traditional and deep
learning methods, and provides a detailed introduction to the

YOLOvS8n algorithm. The third part focuses on the develop-
ment of new strategies for road damage detection. This is
followed by the fourth part, which presents and analyzes
the experimental results. Finally, this paper summarizes the
research in the fifth part.

II. RELATED WORK

In recent years, object detection has become a key area
of computer vision research, demonstrating broad applica-
bility across various industries. Research in object detection
includes both traditional image processing methods and deep
learning-based approaches. Prominent traditional detection
methods include Scale-Invariant Feature Transform (SIFT)
[17], Histogram of Oriented Gradients (HOG) [18], and
Deformable Part Model (DPM) [19], and Speeded-Up Robust
Features (SURF) [20]. Historically, pavement crack detection
systems relied on line scan or plane scan cameras to capture
images of the road, which were subsequently analyzed man-
ually to assess road conditions. However, these conventional
methods were often heavily dependent on the quality of the
original images and involved intricate algorithms, limiting
their practicality and effectiveness.

The use of deep learning-based methods for road de-
fect detection has become increasingly prevalent, especially
with Convolutional Neural Networks (CNNs) being central
to learning feature representations and classifying images.
These methods’ primary advantage is their capacity to
automatically learn features suitable for various types of
road defects. Performance improvements can be achieved by
augmenting training data and adjusting network structures.
Maeda et al. [21] evaluated road defect detection on resource-
limited devices by using deep learning methods to classify
road defects from smartphone images, showcasing a cost-
effective, efficient, and viable approach for mobile devices.
Seungbo Shim et al. [22] proposed a hybrid algorithm com-
bining semi-supervised learning and generative adversarial
networks (GANs), which effectively improved the recogni-
tion accuracy. Naddaf et al. [23] proposed a road damage
detection method based on EfficientDetD7, introducing a
series of scalable and efficient models that achieved notable
success in a challenge. However, due to the large number of
parameters, the detection speed is slow, making it unsuitable
for tasks requiring real-time detection. In contrast, Fang Wan
et al. [24] proposed a lightweight road damage detection
algorithm based on YOLOVS5s, incorporating a new backbone
network combined with ShuffleNetV2 and ECA attention to
balance accuracy and detection speed, making it deploy-
able on mobile devices. Further advancing this field, Liu
Haohan et al. [25] introduced an object detection algorithm
based on YOLOv7-tiny, utilizing an enhanced ShuffleNetv1
backbone network with a lightweight feature pyramid to
improve detection accuracy. The Mish activation function
was also employed to enhance the model’s generalization
ability, addressing deployment challenges on edge devices.
The computational complexity of two-stage target detec-
tion algorithms is often unsuitable for real-time tasks, and
the Single Shot MultiBox Detector (SSD) algorithm also
demands more computational resources compared to the
YOLO algorithm. Consequently, for improved performance,
this study selects the latest YOLOv8 as the foundational
algorithm because of its high detection performance and
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real-time processing ability. Therefore, this research aims to
refine the YOLOv8n algorithm and investigate road damage
detection algorithms based on this improved foundation.
YOLOVS, developed by Ultralytics, the same company
responsible for YOLOVS, presents a sophisticated architec-
ture comprised of backbone, neck, and head components.
The backbone structure in YOLOvVS closely resembles that
of the YOLOVS series, featuring identical Conv and SPPF
layers. However, noteworthy adjustments include reducing
the size of the initial convolution kernel and modifying
the CSPLayer. These changes draw inspiration from the
structural design of YOLOV7, culminating in the introduction
of the C2f module. The C2f module enhances gradient flow
by introducing cross-level connections and optimizes the
integration of shallow and deep features, thereby improving
feature fusion capabilities. In the neck, YOLOVS utilizes
a combination of Path Aggregation Network (PANet) and
Feature Pyramid Network (FPN) to achieve feature fusion
[26, 27]. Unlike its predecessors, YOLOv8 employs an
anchor-less mechanism and features a separate head structure
for handling classification and regression tasks indepen-
dently. This innovative architecture minimizes interference
between classification and regression tasks, enabling each
to focus on its respective responsibilities. Consequently, this
enhancement leads to improved detection capabilities for
irregular objects and elevates the overall model accuracy.
Furthermore, YOLOvV8 uses binary cross-entropy (BCE) to
address classification task losses, with the formula as follows:

Loss, = —w [yn 1Og Tn + (1 - yn) IOg (1 - xn)] (1)

Where w represents the weight, y,, denotes the ground
truth, and x,, represents the predicted value by the algorithm.
YOLOVS8 uses Complete Intersection over Union (CIoU) loss
for regression of bounding boxes and introduces the Dual-
FOcus Loss (DFL) to address regression challenges. The
main purpose of the DFL is to rapidly converge the network
to values near the labels, addressing the issue of localization
accuracy in detection. The calculation process is outlined as
follows:

DFL(p(i),p(i + 1)) = — [(yi+1 — y) - log(p(7))
+ (y — i) - log(p(i + 1))]

Where p(i) and p(i + 1) are the predicted bounding box
distribution probabilities, y; and y;+; are adjacent localiza-
tion labels, and y is the actual label value. The CIOU loss
effectively incorporates overlap/non-overlap and distance be-
tween center points to improve the model’s accuracy in
learning bounding box positions and shapes. The formula
is:

2)

2 gt

Leroy =1— 10U + (p(l;b)) + av 3)
(ANB)
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Where IoU is the ratio of the intersection area of two
bounding boxes to their union area, p*(-) is the linear
distance between the center of the candidate bounding box
and the center of the ground truth bounding box, and ¢? is

IoU =

a parameter used for scaling the distance. o is a hyperpa-

rameter used to maintain equilibrium between the different

components of the loss function, and its formula is given by:

v
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v measures how well the aspect ratio of the bounding
boxes is aligned, and its formula is as follows:

4 w9t w\?
V= ) arctan hat arctan W (6)

I1I. IMPROVED MODEL

This chapter provides a detailed discussion of the pro-
posed improved model. Section 3.1 delineates the overall
framework of the improved model, setting the foundation
for the subsequent detailed discussions. In Section 3.2, the
focus shifts to the newly integrated Convolutional Neural
Network module, ConvNeXt V2, providing insights into
its novel contributions. Following this, Section 3.3 delivers
a comprehensive introduction to the attention lightweight
module, namely C2f_GhostNetV2, which is derived from
the C2f module proposed in this study. Finally, Section 3.4
discusses the implementation and significance of the Partial
Convolution (PConv) within the context of the improved
model. Each section systematically addresses critical com-
ponents, thereby enhancing the clarity and logical cohesion
of the proposed model.

A. Improved YOLOv8n Model

The improved algorithm structure based on YOLOvV8n,
illustrated in Figure 1. To begin, a novel ConvNeXtV2
backbone network is introduced, which incorporates Global
Response Normalization (GRN) to balance the amplitude
differences between feature maps to improve the network’s
stability and robustness in capturing multi-scale features.
This enhancement empowers the model to extract contextual
features and enhance detection capabilities for road damage.
Subsequently, the paper advocates for the incorporation of
a C2f GhostNetV2 block, a modified version of the C2f
block, in the neck portion. The C2f GhostNetV?2 block aims
to minimize computational expenses without compromising
the original representation capacities. Finally, the PConv
module is introduced in the neck section to efficiently capture
and process spatial information while minimizing redundant
computations. This strategy enables the preservation of high
FLOPS levels while reducing overall FLOPs.

B. ConvNeXt V2 Backbone

Backbone networks are essential for feature extraction
in convolutional neural networks (CNNs). Specifically, in
CNNs, the backbone network incrementally abstracts and
extracts image features through successive layers, leading
to the formation of more meaningful and effective feature
representations for subsequent tasks. YOLOVS8n, for instance,
utilizes CSPDarkNet as its backbone network, which incor-
porates the C2f structure for feature extraction. Although this
configuration enhances the network’s capability to extract
features, it also results in a high parameter count. To address
this issue and improve the extraction of contextual features,

Volume 51, Issue 11, November 2024, Pages 1720-1730



TAENG International Journal of Computer Science

Backbone

Concat «— Upsample

conv — conv — ConvNeXtV2 — conv — ConvNeXtV2 — conv — ConvNeXtV2 —> conv —> ConvNeXtV2 —» SPPF E

Concat «— Upsample

C2f_GhostNet V2
v

: — Pconv. " — conv.—> Concat > Concat
1 oconv. = —[conv2d — BatchNorm —SiLU ! v
Mommmmmmmmemeossossessossooseosoooooooooooooood C2f_GhostNet V2. cony C2f_GhostNet V2
R s— e —
[J—— e o . I head head head |
| [SPPRY =Tmconv ﬂfomd e Prediction i
E MaxPool2d i e fudefudnfudntuntaiutuintalutuiniuinistnisinistuisinisieieiniie ittt '
: — Lo ‘ ‘ | :
: MaxPool2d b :
! l b C2f GhostNetV2 =—» cony —> Split —> GhostNet V2 :
5 O— conv ! ! 5
: b GhostNet V2 conv i
Fig. 1: The improved YOLOVS8n structure diagram (redrawing based on [28])
this study introduces the ConvNeXt V2 backbone network The input feature map is denoted as X € RHXWxC,

structure as an alternative.

ConvNeXt V2 , the second iteration of the ConvNeXt
model [29], offering significant improvements in the perfor-
mance of computer vision tasks. The new backbone network
is implemented by replacing the C2f module in the original
backbone. ConvNeXt, inspired by Swin Transformers, is a
purely convolutional model that originates from ResNet50.
One of the key features of ConvNeXt V2 is its reverse
bottleneck structure, which is similar to the structure found
in Transformers’ MLPs, where the fully connected layers
possess a dimensionality four times that of the endpoints.
Originally proposed in ResNet with a (large-small-large)
size configuration, the reverse bottleneck structure in Mo-
bileNetV2 was adjusted to a (small-large-small) size format.
The purpose of this adaptive approach is to prevent informa-
tion loss during data transmission between multi-dimensional
features and to maintain information integrity. Furthermore,
leveraging the power of Transformers to capture long-range
correlations, which often employ large windows like 7x7 or
even 12x12, this paper increases the kernel size of the depth-
wise convolution from 3x3 to 7x7 to adopt a similar strategy.
In addition to these architectural changes, several intra-layer
optimizations are implemented. GELU is utilized in place
of ReLU, which results in a reduction in the number of
activation functions and normalization layers required. Layer
normalization (LN) replaces batch normalization (BN), and a
separate subsampling layer is added to enhance performance.

To enhance contrast and selectivity among channels,
Global Response Normalization (GRN) aims to achieve three
key steps: Global feature aggregation, Feature normalization,
and Feature calibration [29]. Initially, the global function G()
is used to aggregate the input feature map X; and convert
it into a vector gx. This process can be mathematically
represented by the formula:

G(X):= X € RI>WXC g2 ¢ RE (7

where H represents the height, W represents the width,
and C represents the number of channels in the feature
map. Improved feature aggregation is achieved through L2
normalization. Here is a set of aggregated values G(X) =
ge = {IX1] 1Xall,.... | Xcl} € RE. where G(X); =
|| X; || represents a scalar of statistical information of the i-th
channel being aggregated. After global feature aggregation,
the features are subjected to division normalization, which
can be expressed using the following formula:

X
2=, 1]
Here, ||X;| represents the L2 norm of the i-th channel.

The computed feature normalization score is then applied to
adjust the original input responses:

N (X)) = [ Xil e R = €ER (8

X; =X N (G(X);) € RFXW ©)

The integration of Global Response Normalization (GRN)
refines the ConvNeXt block by making it more attentive to
important features while suppressing less significant ones.
Serving as an attention mechanism, GRN aids the model in
enhancing inter-channel feature competition, thereby facili-
tating the effective handling of complex data. Through the
integration of the ConvNeXt V2 backbone network, this inte-
gration potentially improves both generalization performance
and computational efficiency.

C. C2f_GhostNetV2 block

The primary function of the C2f module is to enhance
the accuracy and stability of object detection by facilitating
effective feature fusion. This module aims to bolster the
model’s expressive power while maintaining a lightweight
structure. To achieve these objectives, this paper introduces
the C2f_GhostNetV2 module, as shown in Figure 1. This
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Fig. 2: The design of the ConvNeXt V2 block (redrawing
based on [14])

module reduces the model’s parameters while ensuring the
network’s real-time performance.
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Fig. 3: The structural diagrams of GhostNetV2 (redrawing
based on [15])

The GhostNetV2 bottleneck, as shown in Figure 3, re-
places the original bottleneck of the C2f module in the
C2f_GhostNetV2 module. GhostNetV2, a lightweight convo-
lutional neural network architecture and an upgraded version
of GhostNet . By integrating the C2f_GhostNetV2 module,
the model achieves enhanced performance while maintaining
a relatively low computational complexity and parameter
count.

The GhostNetV2 comprises a Ghost module and De-
coupled Full Convolution (DFC) attention. GhostNet, a
lightweight model designed for efficient inference on mobile
devices, consists of these key elements. The Ghost module
is a core component that generates more feature maps with

fewer computational costs compared to traditional convolu-
tion methods. In a typical scenario, a Ghost module takes an
input feature X € RH*XWXCyith height H, width W, and
channels C, and replaces it through two steps. Firstly, a 1 x
1 convolution is employed to create the eigenfeature.

Y = X % Floy (10)

Here, * denotes the convolution operation. F'(1 x 1)
represents pointwise convolution, and Y/ € RHXWxCov jg
the intrinsic feature, which is generally smaller in size than
the original output feature. Inexpensive operations are then
employed to create additional features derived from the orig-
inal intrinsic feature. The two feature parts are concatenated
along the channel dimension, the specific operations are as
follows:,

Y = Concat ([Y', Y x Fgp)), (11)

Where Iy, signifies the depthwise convolution filter, Y €
RHXWxCou) represents the output feature. While the Ghost
module significantly reduces computational costs, it may
compromise representational power.

The GhostNetV1 bottleneck is structured by combining
two Ghost modules as residual blocks. The first Ghost
module functions as an expansion layer, enlarging the output
channel size. The next Ghost module reduces the channel
size to align with the shortcut path. In contrast, GhostNetV2
incorporates attention mechanisms to enhance the output
feature information, thereby facilitating the capture of long-
range dependencies among various spatial pixels. For this
purpose, features are input through two branches. In one
branch, the Ghost module generates output features Y, while
the other branch utilizes the DFC module to create attention
maps A in both horizontal and vertical . This configuration
can be succinctly represented as follows:

H
a;m): ZFifh’wQZh’wvh:]wZ'“ JHw=1,2,---
h'=1

W,

w
w !
Ahw = E Fw’hw,Qahw/?h:1’2,... JHw=1,2,---,W,
w’'=1

(12)
Here, FI_—I'— and Fv—vr denote the transformation weights, and
© represents element-wise multiplication. Z is the original
feature input, and A = {a11,a12,...,ag_w} is the resulting
attention map.The C2f GhostNetV2 module replaces the
traditional bottleneck of the C2f module with a GhostNetV2
bottleneck. This approach enhances the model’s performance
while keeping the computational complexity and parameter
count low.

D. Pconv

Various CNN variants are tailored to solve specific issues
by modifying convolutional operations or network structures,
aiming to boost the network’s performance and efficiency.
Among these, MobileNet, ShuffleNet, and GhostNet leverage
depthwise convolution and group convolution to capture
feature information. However, despite efforts to decrease
FLOPs, operators often encounter heightened memory access
issues, which can impede performance. Another notable
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variant is PConv , a convolutional operation that efficiently
captures spatial feature feature information by minimizing
redundant computations, thereby refining the computational
efficiency of neural networks. The central concept of PConv
involves integrating a mask into the convolution operation;
this enables the distinction between damaged and intact re-
gions in the image, amplifying the model’s responsiveness to
these areas. Consequently, the selection of the most suitable
CNN variant in practical scenarios can significantly enhance
outcomes for particular tasks. Moreover, this mechanism aids
in advancing the model’s overall performance.

\
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1
1
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I
I
I
I
I
I
I
I
I
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I
1
1
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Fig. 4: The design of the PConv (redrawing based on [16])

By applying filters to only a subset of the input channels,
PConv offers a fast and efficient alternative to standard
convolution operations by decoupling channel and spatial
dimensions, as shown in Figure 4. This approach results
in fewer floating point operations (FLOPs) compared to
regular convolution; however, it incurs more FLOPs than
depth-wise or grouped convolution methods. Specifically, for
spatial feature extraction, PConv employs regular convolution
on selected input channels, ensuring that the rest remain
unaffected.

IV. EXPERIMENTS
A. Database Preparation

This study utilizes the Road Damage Detection dataset
(RDD2022) to evaluate the effectiveness of proposed im-
provements on YOLOv8n algorithm performance. RDD2022
was established to facilitate the Road Damage Detection
Challenge (CRDDC2022) and provide resources for road
damage detection tasks. The dataset comprises a total of
47,420 road images sourced from six countries: China, India,
Czech Re public, Norway, the United States and Japan. These
images are meticulously annotated and feature four distinct
types of road damage: DOO (longitudinal crack), D10 (trans-
verse crack), D20 (alligator crack), and D40 (pothole). Out
of the 36,000 annotated images, around 14,700 were deemed
empty due to the absence of identifiable objects. Conse-
quently, two specific subsets, China and the United States,
were selected. These subsets represent images captured from
various viewpoints, including motorcycles, drones, and cars,

providing a diverse range of perspectives for the analysis.
To facilitate experimentation, the dataset is segmented into a
training set and a validation set using a 9:1 split. The training
set comprises 7,434 images, while the validation set consists
of 826 images.

B. Experimental Environment and Parameter Configuration

We utilized YOLOv8n as the baseline network model.
The detailed configuration of the experimental environment
is provided in Table I.

TABLE I: Experimental environment configuration

Environmental Parameter Value
Operation platform Ubuntul8.04
Deep learning framework Pytorch
programming language Python3.8
GPU RTX 3090
CPU Intel(R) Xeon(R) Platinum 8255C
RAM 32GB

Hyperparameters were used consistently in the training of
all experiments. Table 17 lists the specific hyperparameters
utilized in the training process.

TABLE II: Hyperparametric configuration

Hyperparameters ~ Value
Learning Rate 0.01
Image Size 640 x 640
Momentum 0.937
Batch Size 64
Epoch 300
Weight Decay  0.0005

C. Evaluation Index

To validate whether the proposed improvements can en-
hance the performance of the YOLOvS8n algorithm, specific
evaluation criteria are employed. These evaluation metrics
include accuracy, recall rate, mAP, parameter count, FLOPs,
and FPS. Accuracy is a crucial metric that assesses how well
the model predicts positive classes. It measures the ratio of
true positives among the samples that the model predicts as
positive. The formula for calculating accuracy is provided in
equation (15).

TP
~ (FP+TP)

Where T P represents the number of targets correctly de-
tected. ['P represents the number of background or negative
class predictions erroneously classified as targets. However,
in addition to TP and FP, recall is another crucial metric.
The formula for recall, which measures the model’s ability

Precision Score (13)
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to successfully identify positive examples from all actual
positive instances, is given by:

TP
Reaall = 757N

Where F'N represents the number of undetected target
samples. Mean Average Precision (mAP) is a comprehensive
evaluation metric [30]. The calculation formula is as follows:

(14)

1 k=n

mAP = — APy, (15)

Where AP; represents the average precision of a certain
class, and n represents the number of classes. FLOPs is an
indicator used to measure model complexity and computa-
tional requirements. The number of parameters is directly
proportional to FLOPs, meaning that more parameters re-
quire more computational resources. FPS is used to measure
the processing speed of the model. Specifically, FPS reflects
the time required for the algorithm to process each frame of
an image [31].

D. Experimental Results

To illustrate the performance changes of the model,
Precision-Recall (P-R) curves were employed, with precision
plotted on the horizontal axis and recall on the vertical axis.
This graphical representation not only visually showcases the
model’s variations in precision and recall but also conveys its
recognition performance on positive examples. Additionally,
the area under the curve serves as a metric for assessing
model performance, with a larger area indicating better
performance. After conducting experiments on the RDD2022
dataset [18], Precision-Recall (P-R) curves were generated
and depicted in Figure 6. Figure 6(a) shows the P-R curve
for the original algorithm, while Figure 6(b) depicts the P-R
curve for the improved algorithm. In the figures, the blue
curve denotes the mAP@0.5 for all categories, while the
curves of other colors represent the mAP@0.5 values for in-
dividual categories. Comparing the results, the mAP@0.5 for
the blue curve increased from 73.1% in Figure 6(a) to 75.2%
in Figure 6(b), indicating a 2.1% improvement. Furthermore,
the enhanced YOLOS8n algorithm achieved a reduction of
24% in parameter count and 1.6G in FLOPs compared to the
original algorithm. These data demonstrate the effectiveness
of the enhanced YOLOv8n algorithm presented in this study.

E. Ablation Study

For the optimization of the YOLOvS8n algorithm, this
paper implements three key measures. Ablation experiments
were conducted to showcase the impact of each measure on
the original algorithm. Firstly, the ConvNeXt V2 backbone
network was utilized. Next, all C2f blocks in the Neck part of
the original algorithm were replaced with C2f_GhostNet V2
blocks. Additionally, PConv was integrated into the original
algorithm. Furthermore, an integration approach was em-
ployed by combining the ConvNeXt V2 backbone network
and C2f_GhostNet V2 block. Finally, the ConvNeXt V2
backbone network, C2f GhostNet V2 block, and PConv were
collectively applied in the YOLOvVS8n algorithm to assess the
overall effectiveness of integrating each module. The Con-
vNeXt V2 backbone structure improved mAP@0.5 by 1.7%,

reduced parameters by 0.3M, decreased FLOPs by 0.7G,
and increased FPS by 2. The addition of the C2f GhostNet
V2 block boosted mAP@0.5 by 1.4%, cut down parameters
by 0.5M, decreased FLOPs by 0.7G, and increased FPS by
7. Similarly, the integration of PConv raised mAP@0.5 by
1.9%, reduced parameters by 0.1M, decreased FLOPs by
0.2G, and increased FPS by 10. The experimental data clearly
illustrates that the inclusion of the C2f GhostNet V2 block
notably reduces model complexity. Furthermore, introducing
PConv in conjunction with the three improvement modules
in the original algorithm mitigates the decline in mAP@0.5
observed when the first two modules are combined. The
enhanced model, in comparison to the original one, exhibits
fewer parameters, decreased complexity, and enhanced detec-
tion performance. The experimental results are presented in
Table III, further validating the effectiveness of the algorithm
developed in this study.

This study achieved a 2.1% improvement in mAP@0.5
while also reducing the parameter count by approximately
24%. Despite a slight increase in FLOPs, the model’s de-
tection performance remained unaffected, showcasing the
efficacy of reducing the parameter count. This demonstrates
that the proposed improvements strike a balance between
detection accuracy and real-time performance.

To provide more direct evidence of the effectiveness of
different improvement modules, as illustrated in Figure 7,
four images were randomly selected. Heatmaps were then
used to display the performance changes of the algorithm
before and after the improvements. It can be observed that
the baseline model extracts features across a wide range,
rather than focusing specifically on road damage targets.
By incorporating the ConvNeXt V2 module, significant im-
provement is seen in addressing the issue of wide feature
extraction. Further enhancement in performance is attained
by integrating the C2f GhostNet V2 block with the bias
convolution, reaching optimal effectiveness.

FE. Comparison with Mainstream Algorithms.

We conducted experimental validation on the RDD2022
dataset. The evaluation process involved comparisons with
several algorithms, namely Fast-RCNN, YOLOv4-tiny [32],
YOLOv5s, YOLOv6s [33], YOLOX [34], YOLOvV7-tiny
[35], YOLOVSs, and YOLOv8n. The proposed model outper-
forms other algorithms in terms of mAP@0.5 and recall rate,
as summarized in Table IV. Although the proposed model
exhibits slightly lower accuracy compared to certain other
algorithms, it benefits from a reduced number of parameters.
In fact, there is evidence to suggest a slight improvement in
performance.

G. Detection on Random Images

Figure 8 illustrates the detection results of the YOLOv8n
and the enhanced YOLOv8n algorithms applied to the
RDD2022 dataset. The first three images within this figure
depict the detection outcomes generated by the original
YOLOvS8n algorithm. In contrast, the latter three images
exhibit the results produced by the enhanced YOLOv8n
algorithm. The comparative analysis of these images demon-
strates that the enhanced YOLOvS8n algorithm exhibits supe-
rior detection performance.
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Fig. 5: Comparison of P-R curves for the YOLOvS8n algorithm before and after improvement on the RDD2022 dataset

TABLE III: ABLATION EXPERIMENT OF YOLOv8n ALGORITHM ON RDD2022 DATASET

YOLOvS8n ConvNeXt V2 C2fGhostNet V2 PConv P(%) R(%) mAP@0.5(%) Params(M) FLOPs(G) FPS
4 78.5 65.5 73.1 3 8.2 126
" v 79.1 67.5 74.8 2.7 75 128
/ v 823 67.9 74.5 2.5 75 133
i/ / 715 69.7 75 2.9 8 136
" v v 78.4 68.6 74.6 2.3 6.8 129
" " " J 80.4 67.3 75.2 2.3 6.6 130
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