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Abstract—Gaze estimation technology is essential for applica-
tions such as human-computer interaction, augmented reality,
and virtual reality. However, its accuracy is significantly com-
promised in low-light conditions due to degraded image quality.
To address this, we developed GazeREC-Net, an innovative
gaze restoration method. We simulated low-light conditions
on the MPIIFaceGaze and ColumbiaGaze datasets, creating a
specialized degraded dataset for training and testing our model.
GazeREC-Net combines Fourier transform techniques with
advanced image restoration algorithms, significantly enhancing
image quality and optimizing gaze information recovery and
extraction in low-light environments. Our evaluations using
Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity
Index (SSIM) metrics demonstrated a PSNR improvement
of 7.64% and an SSIM improvement of 5.75% compared
to HINet. Additionally, GazeREC-Net outperformed CFTNet
and other existing gaze estimation models, including Gaze-TR,
Dilated-Net, CA-Net, L2CS-Net, and MTGLS, in reducing gaze
estimation error. These findings validate the effectiveness of
GazeREC-Net in low-light conditions and offer new research
directions for applying gaze estimation technologies in complex
lighting environments.

Index Terms—Gaze Estimation, Low-Light Conditions, Im-
age Restoration, Fourier Transform, Gaze Prediction Error.

I. INTRODUCTION

GAZE estimation technology plays a pivotal role in mod-
ern computer vision and human-computer interaction

by tracking and interpreting the direction of a user’s gaze[1].
This technology finds extensive applications in fields such
as virtual reality (VR), augmented reality (AR)[5], driver
assistance systems, medical diagnostics, and biometrics[2].
However, its accuracy is significantly compromised in low-
light environments, where poor lighting conditions degrade
image quality and impede the precise extraction of ocular
features, thereby limiting the effectiveness and application
scope of gaze estimation systems.

To overcome these challenges, we introduce GazeREC-
Net, an advanced deep learning-based gaze restoration tech-
nique specifically designed to enhance gaze estimation accu-
racy in low-light conditions. We commenced by processing
the publicly available MPIIFaceGaze[4] and ColumbiaGaze
datasets to simulate low-light environments, thereby creating
specialized degraded datasets that augment the represen-
tativeness and complexity of our experimental conditions.
Subsequently, we developed GazeREC-Net, a novel gaze
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restoration model that synergizes Fourier transform tech-
niques with convolutional neural networks to restore image
quality while preserving critical features essential for accu-
rate gaze estimation.

To assess the efficacy of GazeREC-Net, we conducted a
comprehensive series of experiments comparing gaze esti-
mation accuracy before and after image restoration using
both datasets. The results unequivocally demonstrate that
GazeREC-Net significantly enhances gaze estimation accu-
racy on restored images, evidenced by a substantial reduc-
tion in average prediction error[22]. These findings validate
the robustness and practical potential of GazeREC-Net in
ameliorating gaze information under low-light conditions,
thus offering promising avenues for the application of gaze
estimation technology in complex lighting environments.

The contributions of this paper are as follows:
1) Innovative Application of Fourier Transform and Gaze

Modules: This study introduces a pioneering approach by
integrating a Fourier transform module (FFTBlock) with a
gaze module to develop a novel gaze restoration technique.
This method leverages the Fourier transform to extract image
features in the frequency domain, subsequently converting
them back to the spatial domain via the inverse Fourier
transform. This dual-domain processing not only restores
critical image details and features but also incorporates
essential gaze information. The innovative combination of
these modules significantly enhances overall image quality,
facilitating the extraction of key information pertinent to gaze
estimation. This improved data input leads to more accurate
and reliable gaze estimation results.

2) Development of the GazeREC-Net Gaze Restoration
Model: This paper introduces GazeREC-Net, an advanced
deep learning model meticulously designed to enhance gaze
information under low-light conditions. The model inte-
grates the Fourier transform, convolutional neural networks,
and fully connected layers into a sophisticated multi-level
framework for feature extraction and image restoration. This
innovative architecture enables the precise reconstruction of
degraded image quality in low-light environments, ensuring
that the restored images preserve the essential features nec-
essary for accurate gaze estimation.

3) Enhanced Generalization Capability in Low-Light
Conditions: To bolster the model’s generalization capability
under low-light conditions, we employed an array of data
augmentation techniques to transform normally lit images
into simulated low-light environments. These techniques
encompass adjustments to brightness and contrast, as well as
the introduction of random noise. The resultant augmented
dataset faithfully replicates real-world low-light scenarios,
thereby providing diverse inputs for both training and testing
phases. This comprehensive approach ensures the model’s
robust performance across a spectrum of complex low-light
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conditions.
4) Comparative Experiments to Validate Model Effective-

ness: To substantiate the effectiveness of GazeREC-Net, we
conducted a series of systematic comparative experiments.
Images were inputted into multiple gaze estimation models
both before and after restoration. The experimental results
consistently demonstrated a significant reduction in gaze
estimation prediction error for the restored images. These
findings underscore the efficacy of the gaze restoration
model, indicating that our method markedly enhances gaze
estimation accuracy in low-light conditions.

II. RELATED WORK

In recent years, gaze estimation has emerged as a promi-
nent research direction in computer vision, with broad appli-
cations in intelligent surveillance, virtual reality, and human-
computer interaction. However, traditional gaze estimation
methods often struggle to maintain sufficient accuracy de-
spite inadequate lighting, noise interference, and blurred gaze
features, presenting significant challenges for practical appli-
cations and underscoring the need for new methodologies.

Traditional gaze estimation methods primarily rely on ge-
ometric models, feature matching, and optical flow analysis.
Some studies directly use facial images as input, employ-
ing convolutional neural networks (CNNs) to automatically
extract deep features. These approaches have shown better
performance than traditional methods using only eye images.
However, facial images often contain redundant information,
prompting researchers to filter out irrelevant features. For
instance, Zhang et al. [4] proposed a spatial weighting
mechanism that effectively encodes facial position into the
CNN architecture by learning spatial weights through the
activation maps of convolutional layers. This method predicts
gaze direction in the camera coordinate system through an
end-to-end learning strategy.

Recent research has also explored different network ar-
chitectures, such as Transformers. Cheng et al. [6] were the
first to investigate the performance of Transformers in gaze
estimation, considering both pure and hybrid Transformer
forms. The hybrid Transformer first generates feature maps
through a CNN, which are then processed by the encoder in
the Transformer.

In the context of single-stage gaze estimation, Zhang et
al. proposed GazeOnce [7], the first single-stage method for
estimating multiple human gaze directions through a single
mapping. Other studies have opted to crop eye images from
facial images and input them directly into the network for
learning [8]. These methods typically employ a three-stream
network to extract features from the face, left eye, and right
eye images. Additionally, Cheng et al. [9] proposed a coarse-
to-fine gaze estimation method, which first extracts features
from facial images using a CNN and then refines the results
using eye features.

Some research has focused on improving the design
of convolutional layers. For example, Vieira [10] utilized
attention-enhanced convolutional layers (AACoNv), produc-
ing more accurate results than ordinary convolutional net-
works. Biswas [11] introduced two novel techniques, I2D-
Net and AGE-Net, which improve gaze estimation accuracy
by eliminating standard features of participants’ left and
right eyes or assigning weights to features using an attention

mechanism. Abdelrahman [12] proposed a robust CNN-
based model, L2CS-Net, for predicting 3D gaze directions in
unconstrained environments, achieving the lowest recorded
angular error.

Despite the significant advances made by deep learning
methods in gaze estimation, several technical challenges
remain under low-light conditions. Issues such as uneven
lighting, noise interference, model complexity, and training
costs are key challenges that researchers need to address.

The model developed in this study enhances image visibil-
ity in low-light environments and accurately restores critical
gaze-related information. By introducing specially designed
Fourier transform-enhanced modules and deep feature fu-
sion techniques, our method comprehensively extracts and
optimizes gaze data during the image restoration process,
significantly improving the accuracy and reliability of gaze
estimation algorithms. This capability for precise gaze infor-
mation restoration provides an innovative solution for low-
light gaze estimation, demonstrating the potential of deep
learning in complex visual tasks.

III. METHODS

A. Model Introduction

We have proposed an enhanced method for gaze estimation
under non-ideal conditions, aimed at solving the problem
of inaccurate gaze estimation under low-light conditions.
This technology covers the complete workflow from feature
extraction to image reconstruction.

Feature extraction constitutes the initial stage of the image
restoration process. This module processes gaze images
under non-ideal conditions, capturing key visual features to
improve the accuracy of gaze estimation. During the image
restoration process, these key features are used to optimize
gaze prediction results. The extracted features include the
position, shape, and angle of the eye area, and involve
data related to the eyes and pupils, ensuring that there is
sufficient information for accurate processing during the
image reconstruction stage.

Our method employs the HinBlock[13] module. HinBlock
has evolved from the ResBlock, as shown in Figure 1(a).
The ResBlock [14] module achieves feature extraction and
nonlinear transformation through multiple layers of 3x3
convolution layers and LeakyReLU activation functions.
HinBlock has been improved upon this basis by adding a
1×1 convolution layer to achieve residual connections for
global feature extraction. Additionally, the HinBlock module
adds instance normalization (IN) after the convolution layers
to enhance processing stability. The HinBlock module first
uses a 1×1 convolution layer to achieve residual connec-
tions, extracting global feature information. Subsequently,
it processes through multiple 3x3 convolution layers and
LeakyReLU activation functions, maintaining the size of
the feature map while enhancing the network’s nonlinear
processing capability. The module continues through two
layers of 3×3 convolution layers for local information extrac-
tion and nonlinear transformation processing. The HinBlock
structure is shown in Figure 1(b).

After feature extraction, the image reconstruction module
generates an enhanced gaze image using the extracted fea-
tures. This process includes reconstructing the features into
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Fig. 1. The structure of different modules used in GazeREC-Net: (a) Res Block, (b) HIN Block, (c) FFT Block, (d) Gaze Block, (e) The overall
architecture of GazeREC-Net.

an image, restoring obscured parts, and adjusting lighting
conditions to make the image clearer, ensuring that the output
image is visually close to the ideal state. We developed the
FFT Block module, as shown in Figure 1(c). The innovation
of this module lies in the use of Fourier transform technol-
ogy, which significantly enhances the model’s capability to
process features in the frequency domain, further optimizing
the accuracy of gaze estimation.

To further enhance the accuracy of gaze estimation, we
designed a specialized Gaze Block module for processing
information related to gaze estimation, as shown in Figure
1(d). This module can extract and integrate gaze information,
making the final gaze estimation results more accurate.

The overall network architecture of GazeREC-Net is il-
lustrated in the schematic shown as part (e) of Figure 1. It
depicts the transformation process from input image to output
image, featuring multiple key modules. Each module within
the network is tasked with processing specific types of data
essential for the system’s operation.

Input and Output: The input image x undergoes a series
of transformations to produce the modified output image x′,
both having the same channel count (C) and dimensions
(HxW).

HinBlock Module: Responsible for advanced spatial fea-
ture extraction. Multiple HinBlock modules are distributed at
different stages of the network to enhance the expressiveness
of features and extract more complex spatial information.

FFTBlock Module: These modules use Fourier transforms
to analyze and enhance the frequency domain characteristics
of images. FFTBlock modules are called upon at different
stages of image processing to fully utilize frequency domain
features.

Upsampling and Downsampling: Steps following the FFT-
Block that adjust the resolution of the feature maps to suit
the different processing levels of the network.

Gaze Block: This module is specifically designed to handle
information related to gaze estimation. It extracts crucial gaze
information from the features extracted by the network and
uses this information for final gaze estimation.

In the above text, we have preliminarily introduced the
overall network architecture of the gaze estimation enhance-
ment method, detailing the transformation process from
input image to output image, and covering the roles and
collaboration of multiple key modules. Next, we will delve
into the specific implementations and technical details of the
feature extraction module.

B. Feature Extraction Module

The core aim of the feature extraction module is to extract
vital information from gaze images obtained under subopti-
mal conditions, which is crucial for subsequent tasks of im-
age reconstruction and gaze prediction. This module uniquely
combines traditional deep feature extraction techniques with
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Fourier feature extraction, enhancing the system’s capability
to recognize and analyze the ocular region effectively.

The feature extraction module comprises two integral
parts: deep feature extraction and Fourier feature extraction.
These components work in tandem to enhance the represen-
tation of ocular features by integrating spatial and frequency
domain information.

Deep Feature Extraction is primarily facilitated through
the HinBlock (Hierarchical Interaction Block), designed to
capture spatial information and local details effectively. The
architecture of HinBlock incorporates several key technolo-
gies. Residual connections use 1×1 convolution layers to
create pathways that enhance the network’s training stability
and feature transmission capability. This configuration aids
in maintaining effective gradient flow in deep networks,
thereby preventing gradient vanishing issues during training.
A multi-layer convolution structure employs multiple 3×3
convolution layers interspersed with LeakyReLU activation
functions, which not only preserves the dimensions of the
feature maps but also enhances the network’s capacity for
nonlinear expression, allowing for detailed capture of local
nuances and edge details. Instance normalization, applied af-
ter each convolution layer, standardizes feature maps for each
instance, boosting the model’s robustness and adaptability
across varied imaging conditions.

Fourier Feature Extraction introduces an innovative aspect
with the development of the FFTBlock, enabled by the
application of the Fourier Transform. This allows the model
to harness and utilize the frequency characteristics of im-
ages effectively. Under low-light conditions, images typically
suffer from issues like noise and reduced contrast, which
severely affect the accuracy of gaze estimation. By applying
Fourier transform, GazeREC-Net converts images into the
frequency domain where it independently analyzes the inten-
sity and phase of each frequency component. This process
helps distinguish noise-induced components from those es-
sential for detailing. By enhancing significant high-frequency
components and suppressing noise-related frequencies, the
FFTBlock significantly improves image clarity and contrast.
Furthermore, the accuracy of gaze estimation relies heavily
on the quality of the ocular region’s images. Through Fourier
transform, GazeREC-Net optimizes features in the frequency
domain, allowing not only for image quality enhancement
but also for more precise localization and identification of
crucial ocular features such as pupil positioning and eye
contours. After processing the frequency domain features,
the model converts these optimized features back to the
spatial domain through the inverse Fourier transform, which
restores the visual quality of the image and ensures accurate
reconstruction of ocular features. Integrating these features
with spatial domain deep features significantly boosts the
overall accuracy of gaze predictions.

These enhancements confirm that the feature extraction
module not only improves the capability to detect subtle
changes in the image but also significantly elevates the
accuracy of gaze estimation under challenging lighting and
environmental conditions. By merging deep learning with
signal processing techniques, our model demonstrates the
potential of these combined technologies, forging new av-
enues for further research and application in gaze tracking
technology.

C. Image Reconstruction Module

The main goal of the image reconstruction module is to
use depth and Fourier features extracted from the feature
extraction module to recreate high-quality gaze images. This
involves enhancing visual details and adjusting lighting con-
ditions to ensure the output images are both practical and
visually appealing. Technical Details The image reconstruc-
tion process involves several key steps:

Feature Fusion: In GazeREC-Net’s reconstruction module,
feature fusion is critical. It combines depth features (spa-
tial features extracted by HinBlock) and frequency features
(extracted from the image’s frequency components by FFT-
Block) into a high-quality image. This is done by a weighted
sum that not only simplifies feature dimensions but also
enhances feature combination through optimized weights,
improving the quality and details of the reconstructed image.

Channel Fusion: This is carried out through 1×1 con-
volution layers that help reduce computational complexity
while preserving essential information. Residual connections
are also used at each output stage to maintain deep feature
transfer and learning efficiency. To restore the image’s spatial
resolution step-by-step, the module employs multiple levels
of progressive upsampling, each followed by 3×3 convolu-
tion layers to refine features, focusing on enhancing details
in critical areas like the eye region.

Lighting Adjustment: A dynamic adjustment module auto-
matically analyzes and adjusts image brightness and contrast
to suit complex lighting conditions and enhance visual ap-
pearance. Advanced image repair techniques in the final stage
address any occlusions or damage, ensuring the integrity and
usability of the output image. These carefully designed steps
allow GazeREC-Net to recover high-quality, accurate gaze
information from low-light images, significantly improving
the precision and reliability of gaze estimation and support-
ing the development of low-light gaze tracking technology.

Upsampling and Feature Refinement: The reconstruction
process uses progressive upsampling to gradually restore the
image’s spatial resolution. Each upsampling step is followed
by convolution layers activated by ReLU to refine features
and enhance image details. Upsampling increases spatial
dimensions in the feature map to restore the image to its orig-
inal size or a higher resolution. In GazeREC-Net, transposed
convolution is used for upsampling because it effectively
inserts spatial dimensions to restore image details. After
each upsampling, feature refinement is necessary to enhance
image details and clarity, involving multiple layers of 3×3
convolution that introduce non-linearity with LeakyReLU
activation functions, enhancing the model’s ability to capture
complex image features.

Lighting Adjustment and Optimization: The lighting ad-
justment and optimization module in GazeREC-Net improves
brightness and contrast of images under low lighting, en-
hancing gaze estimation accuracy and visual comfort. It
uses Fourier transformation to analyze image frequencies,
allowing automatic adjustments based on lighting conditions.

Loss Function Design: To optimize image reconstruction
quality and gaze prediction accuracy, we use a composite loss
function that includes L1 loss and cross-entropy loss. This
allows simultaneous image reconstruction and gaze direction
classification.
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L1 loss, or least absolute deviation, is used primarily for
image reconstruction, calculated as:

LL1 =
1

N
ΣN

i=1|yi − ŷi| (1)

Here, yi represents the pixel values in the target image,
ŷi are the corresponding pixel values in the predicted image,
and N is the total number of pixels in the image.

Cross-Entropy Loss Used for evaluating gaze classification
effectiveness, it is expressed as:

LCE = −
M∑
c=1

yo,clog (po,c) (2)

Here, yo,c is an indicator variable that denotes whether
class label c is the correct classification for sample o while
po,c is the probability predicted by the model that sample o
belongs to class c.

The total loss of the model is a weighted sum of the two
aforementioned losses, represented as:

Ltotal = αLL1 + βLCE (3)

where α and β are the weight coefficients that adjust
the contribution of the two parts of the loss. Through this
process, the image reconstruction module not only restores
the physical attributes of the image, such as texture and
edges, but also enhances the visual quality of the image, im-
proving its performance under complex lighting conditions.
Furthermore, the reconstructed image displays higher preci-
sion and reliability in gaze estimation tasks, demonstrating
the effectiveness of the proposed method.

D. FFTBlock

Fourier transform[15] is a crucial signal processing tech-
nique that converts a signal from the time domain to the
frequency domain, allowing for the analysis of the presence
and contribution of different frequency components within
the signal. In this study, the pre-processed eye movement
image data undergoes a Fourier transform. This transform
converts images from the spatial domain to the frequency
domain, transforming them into spectral images. Through
Fourier transformation, spatial frequency information, in-
cluding high and low frequency components, is extracted
from the images. We utilize the Fourier transform to convert
eye movement images from the time domain to the frequency
domain, to capture spatial frequency information within the
eye movement images, and combine this with convolutional
neural networks for gaze estimation.

For a one-dimensional continuous signal f(x), its Fourier
transform F (u) is defined as follows:

F (u) =

∫ ∞

−∞
f(x) · e−i2πxdx (4)

where u represents the frequency variable, and i denotes
the imaginary unit. This transformation decomposes the time-
domain signal f(x) into a linear combination of complex
exponential functions of infinite frequency components, fa-
cilitating the signal’s conversion from the time domain to
the frequency domain. This process not only reveals the
presence and amplitude of frequency components within the

signal but also decodes their phase information, making it an
indispensable tool in modern signal processing.

For a two-dimensional discrete signal f(x, y), its discrete
Fourier transform F (u, v) is defined as follows:

F (u, v) =
N−1∑
x=0

N−1∑
y=0

f(x, y) · e−i2π(ux
N + vy

N ) (5)

Here, N represents the number of pixels in the horizontal
and vertical directions of the image, x,y are the spatial
coordinates of the image, and u,v are the coordinates in
the frequency domain, corresponding to the frequencies in
the horizontal and vertical directions, respectively. Through
this transformation, the two-dimensional image is converted
to the frequency domain, where the complex value at each
frequency point (u, v) reflects the amplitude and phase
information of that frequency component in the image,
allowing us to analyze the frequency distribution and its
spatial characteristics within the image.

The discrete Fourier transform converts a two-dimensional
image into a complex representation in the frequency do-
main, where the amplitude and phase information of each
frequency reflects the distribution of different spatial frequen-
cies within the image. The two-dimensional discrete Fourier
transform (DFT) allows us to identify which areas of the
image contain high or low-frequency components and their
positions across the entire image. In the frequency domain,
we extract frequency domain features from the spectrum
F (u, v) obtained by the two-dimensional discrete Fourier
transform. This step is aimed at extracting meaningful fea-
tures from the spectrum that indicate the importance and
distribution of different spatial frequency components in eye
movement images for subsequent gaze position estimation.

After performing the two-dimensional discrete Fourier
transform, we calculate the spectral energy E(u, v) to assess
the energy intensity of each frequency component in the
image, using the formula:

E(u, v) =| F (u, v) |2 (6)

Here, F(u,v) is the result of the two-dimensional Fourier
transform of the eye movement image, and | F (u, v) |2
represents the magnitude at the frequency point (u, v), which
is the intensity of that frequency component in the spectrum.
By calculating spectral energy, we can reveal the distribution
and significance of different spatial frequency components in
the eye movement image.

To gain a more comprehensive understanding of the im-
age’s frequency characteristics, we also calculated the aver-
age spectral energy, which represents the energy distribution
across the entire spectrum. The average spectral energy is
obtained by averaging the spectral energy E(u, v) within the
frequency domain as follows:

E =
1

MN

M−1∑
u=0

N−1∑
v=0

E(u, v) (7)

Here, M and N represent the width and height of the
spectrum, indicating the range of frequencies within the
frequency domain. E(u, v) is the energy at the coordinate
(u, v) on the spectrum. The average spectral energy reflects
the combined intensity of frequency components throughout
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the frequency domain, providing a valuable perspective for
understanding and analyzing eye movement images.

To eliminate scale differences between different frequency
components, we normalized the spectral energy. Specifically,
the spectral energy E(u, v) was normalized using the follow-
ing formula:

Ẽ(u, v) =
E(u, v)

max
(
E(u, v)

) (8)

where E(u, v) is the original spectral energy and
max

(
E(u, v)

)
is the maximum energy value in the spectrum.

This normalization process ensures that all spectral energy
values are within the range of 0 to 1, facilitating subsequent
comparison, visualization, and analysis. This enhancement
not only deepened our understanding of the image’s fre-
quency domain features but also provided data support for
subsequent gaze position prediction.

E. GazeBlock

To ensure the model can accurately extract and predict
gaze-related information during training, this study designed
a specialized network block—GazeBlock. GazeBlock opti-
mizes the precise prediction of gaze direction by processing
fine spatial and frequency features. It utilizes a combination
of convolutional layers and pooling layers, not only com-
pressing feature representations to meet the demands of gaze
prediction but also enhancing the model’s sensitivity to gaze
information through a structured feature extraction process.
Additionally, the design of GazeBlock focuses attention on
key features of gaze prediction during training, ensuring
the learning of effective features directly related to gaze
estimation tasks.

GazeBlock is specifically designed for gaze estimation
tasks, comprising deep convolutional network layers and
sequential pooling layers. This configuration helps reduce
the spatial dimensions of features while retaining crucial
information essential for predicting gaze direction. In the
feature extraction phase, features are extracted using 3x3
convolution kernels and ReLU activation functions, ensuring
the effectiveness of nonlinear processing. Subsequent average
pooling and adaptive pooling steps further reduce the spatial
dimensions of the feature maps, which not only helps to al-
leviate computational burdens but also maintains the stability
of the model’s output.

After obtaining compressed and information-rich fea-
turesMA, GazeBlock processes these features through a se-
quence of fully connected layers. Initially, a Flatten operation
transforms the multidimensional feature maps into a one-
dimensional vector, which is then finely captured by two lin-
ear transformation layers that are critical for predicting gaze
direction. These layers not only map[18] high-dimensional
features to predictive outputs through linear transformations
but also enhance the model’s non-linear capability to capture
complex feature relationships through activation functions.

By integrating GazeBlock, this study ensures the model’s
efficiency and focus in the feature extraction and transforma-
tion process, thereby significantly enhancing the accuracy of
gaze estimation. Further explanation is provided on the ap-
plication of GazeBlock in gaze estimation tasks, showcasing
its specific configuration and process within the network.

IV. EXPERIMENT

A. Dataset Preparation and Preprocessing

In this study, we utilized both the ColumbiaGaze and
MPIIFaceGaze datasets for our gaze estimation experiments,
as illustrated in Figure 2. The ColumbiaGaze dataset com-
prises 5880 full-face images from 56 subjects, encompassing
a variety of lighting conditions and head poses. The MPI-
IFaceGaze dataset consists of 45000 facial images with gaze
annotations from 15 subjects, captured over several months
under diverse lighting conditions. Together, these datasets
provide a comprehensive collection of images, ensuring
diversity and broad environmental coverage.

To simulate low-light environments, we generated a series
of low-light images by blending standard lighting images
with completely black background images at random ratios
and adjusting the brightness and contrast randomly, as shown
in Figure 3. Furthermore, we introduced varying levels of
random noise to enhance the robustness of our model.

These preprocessing steps not only improved the model’s
performance under challenging lighting conditions but also
have practical implications for applications such as intelligent
surveillance and virtual reality[17].

Fig. 2. Sample facial images from the MPIIFaceGaze dataset under
standard lighting conditions.

Fig. 3. Facial images generated to simulate low-light conditions, showing
varying levels of brightness adjustments and random noise.

B. Model Training

The GazeREC-Net model was developed using the Py-
Torch framework and was trained and tested on an NVIDIA
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GeForce RTX 4090 GPU. The experimental setup included
a 12-core CPU and 29GB of RAM for efficient data pro-
cessing. The training process employed a batch size of 32,
spanned 100 epochs, and utilized the Adam[21] optimizer
with a learning rate set at 0.0001. The input images were
resized to 224×224 pixels and processed in the RGB three-
channel format.

To evaluate the performance of GazeREC-Net under low-
light conditions, we initially selected subsets of images
from the ColumbiaGaze and MPIIFaceGaze datasets for
preliminary validation, ensuring that the sample encom-
passed various lighting and environmental conditions. These
images were algorithmically processed to simulate low-light
environments by blending standard lighting images with
completely black background images at random ratios and
adjusting their brightness and contrast. Additionally, varying
levels of random noise were introduced to enhance the
model’s robustness. The original images were retained for
comparative analysis.

The experiment was expanded to include the entire
dataset following the preliminary validation. The leave-one-
out cross-validation (LOOCV) method was employed to
rigorously train and evaluate the GazeREC-Net model. In
each iteration of LOOCV, one subject was excluded from
the training set and used as the test set, with the remaining
subjects comprising the training set[20].

Experimental results demonstrated that GazeREC-Net sig-
nificantly outperformed comparison models regarding Peak
Signal-to-Noise Ratio (PSNR) and Structural Similarity In-
dex (SSIM), highlighting its superior image restoration ca-
pabilities. Additionally, the gaze estimation accuracy was
markedly improved, with errors in the restored images sub-
stantially lower than those in the degraded images. These
findings confirm the model’s effectiveness and potential for
practical applications in low-light conditions.

C. Experimental Results and Analysis

1) Evaluation of Image Restoration: This study assessed
image restoration quality using the Peak Signal-to-Noise
Ratio (PSNR) and Structural Similarity Index (SSIM). PSNR
measures image restoration quality by comparing the error
between the maximum possible and actual pixel values in the
original and restored images. A higher PSNR indicates less
distortion and higher restoration quality. SSIM quantifies the
visual effects of images by simulating the human eye’s ability
to perceive structural information, assessing the similarity
between two images. An SSIM value close to 1 typically
indicates that the restored image is visually similar to the
original image. These metrics provide an objective assess-
ment of the quality transition from a degraded to a restored
state, enabling us to quantitatively analyze the performance
of GazeREC-Net in image restoration.

CFTNet primarily improves image quality by manipulating
image features within the frequency domain. This model
transforms images from the spatial to the frequency do-
main via the Fourier transform and independently processes
the real and imaginary parts to enhance specific frequency
components. However, CFTNet fails to effectively preserve
critical visual information during the image reconstruction
process, particularly under low-light conditions, where its

performance is limited by the constraints of frequency do-
main analysis.

HINet employs a hierarchical network structure that en-
hances image detail through deep spatial feature interac-
tions. Each HinBlock in HINet includes residual connections
and instance normalization, which help to improve feature
transmission and network training stability. Although HINet
performs excellently in extracting spatial domain features, its
ability to restore subtle features in low-light images remains
limited.

In contrast, GazeREC-Net combines advanced techniques
from Fourier transform and deep learning, optimizing feature
extraction in frequency and spatial domains. It explicitly
addresses gaze estimation issues under low-light conditions
through an innovative network architecture. By finely tun-
ing image features in both frequency and spatial domains,
GazeREC-Net significantly improves gaze estimation accu-
racy and notably enhances the visual quality of images.

TABLE I
IMAGE RECOVERY METRICS COMPARISON

MPIIFaceGaze MPIIFaceGaze ColumbiaGaze ColumbiaGaze
Method PSNR SSIM PSNR SSIM

CFTNet 20.5 0.65 21.0 0.67
FFTNet 29.3 0.84 29.8 0.85
HINet 30.1 0.87 30.5 0.88

GazeREC-Net 32.4 0.92 32.8 0.93

This table compares the performance of CFTNet, FFT-
Net, HINet, and GazeREC-Net using the Peak Signal-to-
Noise Ratio (PSNR) and Structural Similarity Index (SSIM).
GazeREC-Net shows the highest values, indicating its supe-
rior image recovery quality.

Fig. 4. Comparison of Gaze Recovery Results.

The Figure 4 showcases the images of three selected indi-
viduals, demonstrating GazeREC-Net’s significant enhance-
ment in image quality through a clear visual comparison
across the rows. Each row corresponds to one individual,
with the first column displaying the low-light image, the sec-
ond column the original, and the third column the recovered
image.
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TABLE II
GAZE ESTIMATION ERROR COMPARISON ON MPIIFACEGAZE AND COLUMBIAGAZE

MPIIFaceGaze ColumbiaGaze
Method Original Image Unrecovered Image CFT HINet Ours Original Image Unrecovered Image CFT HINet Ours

Gaze-TR 4.17° 4.92° 4.53° 4.27° 4.06° 5.01° 5.62° 5.43° 5.10° 5.05°
Dilated-Net 5.21° 5.32° 5.13° 4.96° 4.83° 5.43° 6.02° 5.67° 5.40° 5.35°
CA-Net 4.12° 4.96° 4.68° 4.38° 4.12° 5.05° 5.65° 5.30° 5.05° 5.00°
L2CS-Net 3.92° 4.85° 4.34° 4.19° 3.92° 4.90° 5.93° 5.15° 4.90° 4.35°
MTGLS 4.23° 4.43° 4.38° 4.35° 4.23° 4.50° 5.10° 4.75° 4.50° 4.47°

2) Gaze Estimation Accuracy Analysis: To comprehen-
sively assess the effectiveness of GazeREC-Net in enhancing
gaze estimation accuracy, we extended our experimental

In this section, we focus on demonstrating the image
recovery capabilities of GazeREC-Net under low-light con-
ditions. Three representative individuals from the MPI-
IFaceGaze dataset were selected for an in-depth analysis
to illustrate the comparative effects before and after model
recovery.

Scope to include all subjects from both the Columbi-
aGaze and MPIIFaceGaze datasets. The selection of these
participants considered diversity, including different gen-
ders, whether glasses were worn, and variations in head
posture[23]. This diverse setup helps to test and verify
the performance of GazeREC-Net under various real-world
conditions with insufficient lighting.

Our experiments encompassed several existing gaze esti-
mation models, including Gaze-TR[6], Dilated-Net[16], CA-
Net[9], L2CS-Net[17], and MTGLS[19]. We compared gaze
estimation errors before and after applying our GazeREC-Net
technology. Table II compares gaze estimation errors across
different recovery technologies, including the original data
without processing, data recovered using the CFTNet and
HINet models, and data recovered using GazeREC-Net.

In this study, we comprehensively assessed the impact
of GazeREC-Net technology on gaze estimation accuracy.
Specifically, the GazeTR model was evaluated using the
MPIIFaceGaze dataset, which included 15 participants. The
selection of these participants ensured extensive coverage
of various lighting conditions, whether participants wore
glasses, and variations in head posture, thus providing gen-
eral applicability and reliability of the test results.

Our analysis focused on comparing the gaze estimation
errors of each participant under three different conditions:
baseline (unprocessed original data), deteriorated (under low-
light conditions where the quality of gaze data deteriorated),
and post-recovery using GazeREC-Net.In Table III, the first
column lists 15 different subjects, the second column repre-
sents the error in the baseline state, the third column indicates
the error after deterioration, and the fourth column shows the
error after recovery.

Results indicated that for most participants, the gaze
estimation error after recovery with GazeREC-Net was sig-
nificantly lower than in the deteriorated state and, in most
cases, was close to or better than the baseline state. This
finding demonstrates the effectiveness of GazeREC-Net in
restoring gaze data under low-light conditions and highlights
its potential to enhance gaze estimation accuracy.

In our study, we validated the universality and effective-
ness of GazeREC-Net technology by comparing the average

TABLE III
GAZE ERROR ACROSS DIFFERENT SUBJECTS

Subject Image Before Recovery Image After Recovery Original Image

P00 2.93 2.24 2.19
P01 4.31 4.03 4.19
P02 6.89 6.02 5.99
P03 3.09 2.60 2.51
P04 3.57 2.93 2.55
P05 4.40 3.78 3.72
P06 5.05 3.48 3.40
P07 4.93 4.09 3.91
P08 5.18 4.58 4.24
P09 5.45 3.35 3.93
P10 5.24 4.65 4.90
P11 5.46 4.43 4.30
P12 4.73 4.06 4.14
P13 5.67 4.75 4.71
P14 6.86 5.98 6.08
Avg 4.92 4.06 4.05

gaze estimation errors across all participants from both the
MPIIFaceGaze and ColumbiaGaze datasets. The selection of
participants considered diverse conditions, including differ-
ent genders, whether participants wore glasses, and variations
in head posture, ensuring general applicability and reliability
of the results. This comprehensive analysis highlights the
practical application value of our gaze restoration technology
and its potential for enhancing gaze estimation in low-light
and other visually challenging environments[22].

Our approach involved using GazeREC-Net for image
restoration and applying the Gaze-TR model to predict gaze
angles. We compared the gaze estimation errors of each
participant under three different conditions: baseline (original
unprocessed data), deteriorated (low-light conditions without
recovery), and post-recovery (using GazeREC-Net for image
restoration). In the bar chart, gray bars represent the error
in the baseline state, orange bars show the error after
deterioration and blue bars indicate the error after recovery.

Furthermore, detailed ablation studies were conducted to
highlight the synergistic effects of the HIN, Gaze, and FFT
blocks within the GazeREC-Net architecture. By isolating
and combining these components, we identified their individ-
ual and combined contributions to gaze estimation accuracy.
When all three elements were activated, the gaze estimation
errors reached their minimum at 4.06° for the MPIIFaceGaze
dataset and 4.10° for the ColumbiaGaze dataset, emphasizing
the critical role of multi-component synergy in achieving
optimal performance. Table IV displays the results of the
ablation experiments, showcasing each component’s contri-
bution.
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TABLE IV
RESULTS OF ABLATION EXPERIMENTS

Hinet gazeblock FFTblock
MPIIFaceGaze

Gaze Estimation Error
ColumbiaGaze

Gaze Estimation Error

✓ 4.21° 4.23°
✓ ✓ 4.17° 4.20°
✓ ✓ 4.13° 4.15°
✓ ✓ ✓ 4.06° 4.10°

V. CONCLUSION

This research introduced the GazeREC-Net model, which
effectively enhances gaze estimation accuracy under low-
light conditions by integrating advanced Fourier transform
and deep learning techniques. Our extensive evaluations,
conducted on both the MPIIFaceGaze and ColumbiaGaze
datasets, have demonstrated significant improvements in the
quality of low-light images and the precision of gaze esti-
mation.

The results conclusively demonstrate GazeREC-Net’s ca-
pability to accurately restore gaze information in challeng-
ing lighting environments, substantially reducing average
gaze prediction errors. This restoration proves the model’s
adaptability to real-world scenarios, often characterized by
variable lighting conditions, and underscores its robustness
across different datasets. Furthermore, the innovative incor-
poration of the Fourier Transform module (FFTBlock) and
the gaze-specific processing module (GazeBlock) introduces
new methodologies for advancing gaze estimation technology
under complex lighting conditions.

Ultimately, GazeREC-Net not only offers a novel method
for gaze estimation within the field of computer vision
but also opens new possibilities for image processing and
feature recovery in low-light conditions. We anticipate that
the insights gained from this study will significantly benefit
the practical application of gaze-tracking technologies across
diverse sectors, including autonomous driving, intelligent
monitoring, and virtual reality. This study paves the way for
broader adoption and technological advancements.
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