
 

  

Abstract—Wind energy is pollution-free and renewable, and 

the stable operation of wind farms depends significantly on the 

accuracy of wind speed predictions. The BP neural network has 

the advantage of error reverse transmission and is commonly 

used in wind speed prediction. However, its parameter selection 

is sensitive and prone to fall into the local optimum. Therefore, 

this study introduces a dual-layer genetic algorithm (DGA) to 

optimize the BP neural network's initial weights and thresholds. 

By separating the genetic algorithm (GA) into global and local 

optimization, a DGA-BP wind speed prediction model is 

constructed. With the purpose of verifying the wind speed 

prediction effect of the DGA-BP model, comparative 

experiments of the five models (BP, GA-BP, SSA-BP, SAO-BP, 

and DGA-BP) were implemented for wind prediction and 

prediction errors by using three datasets. The results indicate 

that the DGA-BP model has a better accuracy over the other 

four models in wind speed prediction and has obvious 

advantages. In addition, the mean absolute error (MAE), mean 

square error (MSE), root mean square error (RMSE), and 

mean absolute percentage error (MAPE) calculated values of 

the DGA-BP model are smaller than the other four models 

regardless of dataset 1, dataset 2 or dataset 3，which further 

demonstrating the viability and superiority of the DGA-BP 

neural network in predicting wind speed.  

 
Index Terms—Dual-layer genetic algorithm, Wind speed 

prediction, Neural networks, Prediction accuracy 

 

I. INTRODUCTION 

IND energy, a significant component of the new 

energy industry, consistently pushes the world's 

energy transition and advancements in sustainable 

development [1]. By 2022, China had installed roughly 370 

million kilowatts of wind power capacity, which has grown 

compared with 2021. At the same time, China's wind power 

generation reached 1.19 trillion kilowatt hours, an increase of 

21% over the previous year's power generation. In the future, 

wind power will maintain a stable growth trend. 

As one of the emerging industries in China, the wind 

power industry has developed fast and plays a vital role in the 

power system [2, 3]. However, wind speed is the most 
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significant factor affecting wind power generation [4], and 

wind speed instability poses certain challenges to grid power 

quality. Larger or smaller wind speeds will cause fluctuations 

in wind turbine output, further impacting the power quality of 

the grid and the steady operation of the power system [5]. 

Accurately forecasting wind speed helps mitigate the effects 

of output power fluctuations on the power grid and improves 

wind farm efficiency [6]. Moreover, the stability and 

dependability of the power grid will push the wind energy 

sector's sustainable growth. Thus, forecasting wind speed 

will become increasingly crucial for wind energy farms [7]. 

Wind speed prediction methods can be divided according 

to the models: statistical methods, physical models, and 

machine learning [8]. For statistical methods, historical wind 

speed data are used for statistical analysis with common 

models including the ARIMA model and the GARCH model. 

As for the physical model, the physical characteristics and 

dynamic principles of the wind field are employed to 

simulate the variation in wind speed and produce modeling 

forecasts. The machine learning method requires vast 

historical data to be separated into training and test sets, and 

uses the trained models to predict data. The common machine 

learning models include the artificial neural network [9], the 

decision tree [10], and the support vector machine [11].   

Neural networks are a prevalent technique in predicting 

wind speed due to their high flexibility and suitability for 

nonlinear problems. They can handle large volumes of data 

and enhance prediction accuracy. When dealing with the 

practical problems of large-scale data, BP neural networks 

are widely regarded as one of the most commonly used 

solutions in the field of neural networks [12-14]. Its major 

objective is continuously improving the network's efficiency 

and precision by modifying its weights and thresholds 

through forward transmission of data and reverse 

transmission of errors [15]. After multiple iterative trainings, 

a well-trained network model is finally obtained, which can 

be utilized to forecast and classify new sample data.  

Consequently, BP neural networks effectively resolve 

large-scale data problems and achieve accurate predictions 

through continuous optimization and learning processes. 

However, parameter selection significantly influences BP 

neural networks, and even minor parameter adjustments 

directly impact the model’s performance [16]. Furthermore, 

the network is susceptible to being trapped in local optimal 

solutions and fails to reach the desired global solution. These 

shortcomings can be overcome with appropriate approaches. 

As a result, numerous optimization algorithms have been 

proposed for optimizing BP neural networks. Liu et al. [17] 

optimized the Elman network using an improved particle 

swarm optimization algorithm, constructed a wind speed 

prediction model, and verified it through simulation 
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experiments. Fang et al. [18] conducted experiments using 

historical wind speed data from a wind farm and developed a 

genetic algorithm-based optimization for the BP neural 

network. This resulted in the creation of a GA-BP prediction 

model that exhibited excellent performance. Long et al. [19] 

used convolutional neural networks to extract features from 

the denoised wind speed sequence, and then optimized the 

long short-term memory network using the sparrow search 

algorithm to construct a wind speed prediction model. Shi et 

al. [20] proposed a ConvLSTM-ConvGRU hybrid wind 

speed prediction model using the wind speed dataset 

provided by the National Center for Environmental 

Forecasting (NCEP). This method proved its ability to 

accurately forecast wind speed in Yunnan's wind farms. The 

application of these optimization algorithms effectively 

assists neural networks in achieving better results in their 

search for global optimal solutions, thereby improving the 

accuracy of prediction results. Therefore, optimization 

algorithms enhance overall performance and the prediction 

capacity of neural networks.   

In this study, a dual-layer genetic algorithm (DGA) is 

proposed to tune the parameters of the BP neural network for 

predicting wind speed.  Three test functions were first used to 

evaluate the convergence process of the GA, SSA (Sparrow 

Search algorithm), SAO (Snow Ablation Optimizer), and 

DGA algorithms. Then, the DGA-BP model is established 

and served to predict wind speed. Utilizing wind speed data 

from an American wind farm in Ohio, the DGA-BP model’s 

performance in wind speed prediction was verified through 

comparative simulation experiments with the BP, GA-BP, 

SSA-BP and SAO-BP models, and was further assessed by 

comparing the four error indicators of the five models. 

II. DGA-BP NEURAL NETWORK  

A. Neural Networks 

BP neural networks are primarily employed to address 

tasks such as function approximation, classification, pattern 

recognition, and regression. Their adaptability enables them 

to handle various nonlinear interactions and 

high-dimensional data. In practical applications, BP neural 

networks are frequently used to handle these problems and 

accomplish precise prediction, classification, and 

identification tasks [21]. Whether it involves numerical 

calculations, image recognition, or data analysis, BP neural 

networks prove to be effective tools. The BP neural network, 

which is seen in Fig. 1, has three or more layers, and each 

comprises numerous neurons [22]. The neurons in the left 

and right layers of the network are fully connected, whereas 

the upper and lower layers are not.  

In Fig. 1, z1, z2, …, zn represents the input of the BP neural 

network, y1, y2, …, yn represents the output, ij is the 

connection weight between the input layer and the hidden 

layer, and jk is the connection weight between the hidden 

layer and the output layer.  

By continually sending data from the training set from the 

input layer through the hidden layer to the output layer, the 

BP neural network uses the training set to train a good 

training model. Then, the trained model has a predictive 

function. However, there are some drawbacks to the network. 

A lot of data, for instance, will slow the algorithm's learning 

pace, and sink into the local optimal solution when 

configuring the network parameters, thus, further lowering 

the network's predictive performance. Therefore, this 

research introduces a genetic algorithm-based optimization 

strategy to enhance the BP neural network and increase its 

prediction accuracy. 
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Fig. 1.  Neural network structure 

B. GA-BP Neural Network 

 This research offers an improved technique incorporating 

genetic algorithm to optimize the initial network parameters 

to address the faults and limits of the BP neural network. By 

utilizing genetic algorithm, the initial parameters of the 

network can be searched and optimized for better 

performance. By simulating the process of biological 

evolution, genetic algorithm continuously iteratively adjusts 

and select the parameters of the network, thus the network 

can more easily adjust to the task's demands [23].  

The GA-BP neural network's nucleus is: through the 

selection, crossing, mutation, and other operations of species 

in nature, the population continues to evolve [24]. At the 

same time, the BP neural network is adjusted to obtain the 

optimal weights and thresholds for the network [25]. Its 

objectives are to improve network learning efficiency and 

hasten network convergence. The GA-BP flowchart is shown 

in Fig. 2. 

Calculate fitness

Choose chromosomes with high 

fitness for replication

Determine the neural network 

topology

The neural network weights and thresholds are 

encoded to obtain the initial population

Get the ideal thresholds and 

weights for neural networks.

cross

Mutation

New population

Termination conditions 

are met

decode

Decode to obtain weights 

and thresholds

Assign weights and thresholds to the 

newly created BP neural network

Train the network using 

training samples

Test error

Test the network with test 

samples

 
Fig. 2.  Flow chart of the GA-BP neural network 
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Genetic algorithm is utilized to determine the best network 

parameters so that the network is more stable and can 

successfully avoid the drawbacks of the BP neural network 

[26].GA-BP is mostly exploited to process large-scale, 

high-dimensional datasets, and has succeeded in forecasting, 

logistics management, and image recognition. 

C. DGA-BP neural network 

In the above GA-BP, the genetic algorithm enables the BP 

network to find the optimal solution, but due to its 

randomness, it is hard to ensure that the global optimal 

solution will always be attained. Besides, although GA-BP 

has improved over the shortcomings of BP in overfitting, this 

problem still exists. Therefore, based on the GA-BP, this 

paper further improves the genetic algorithm given its 

shortcomings, and proposes a dual-layer genetic algorithm to 

optimize the wind speed prediction model of the BP neural 

network. 

The algorithm adopts a dual-layer optimization strategy, 

which has more advantages than the traditional genetic 

algorithm. The dual-layer genetic algorithm executes global 

and local searches to achieve rapid convergence to the global 

optimal solution and unleash the full potential of the genetic 

algorithm. Moreover, the algorithm has higher search 

accuracy, and avoids the local optimization problem of 

traditional genetic algorithm. 

The outer layer is the global search layer, which performs a 

global search of the main population by applying the genetic 

algorithm. This layer includes operations such as population 

initialization, crossover, and mutation, and is designed to find, 

evaluate, and select potential solutions in a broad solution 

space, often referred to as subproblems. The outer layer's 

function is to search the entire search space for the best 

solution. 

The inner layer is the local search layer used to further 

refine the solution obtained by the global search. The solution 

obtained by the outer layer (called subpopulation) is again 

optimized using a genetic algorithm. Each subpopulation 

undergoes a relatively independent evolutionary process, 

indicating that each subpopulation seeks a better solution 

locally through crossover, mutation, selection, and other 

operations. In this way, each subpopulation can focus on 

exploring a specific search space, improving the quality of 

population and global search efficiency. The evolutionary 

process of subpopulations can be thought as a local search for 

specific subpopulations, and when the algorithm converges, 

the optimal individual will be used as a new population of the 

outer genetic algorithm. The outer population can then use 

the better solution found by the inner genetic algorithm to 

conduct a global search and further improve the performance 

of the outer population. The purpose of the inner layer is to 

perform fine optimization near the solution obtained by the 

global search to obtain a better solution. 

Fig. 3 is the dual-layer genetic algorithm's BP neural 

network flowchart. The algorithm's steps are as follows: 

Step 1: Neural network initialization. Calculate the 

number of the nodes in input, output, and hidden layers based 

on the features of the data. Through coding function of the 

genetic algorithm, the initial network characteristics 

including the starting population size are encoded. 

Step 2: Decode [27]. The weights and thresholds are 

assigned to the DGA-BP neural network for network training 

in the global search layer.  

Step 3: Calculate the hidden layer's output. Equation (1) 

calculates the output Hidj based on the input variable zi, 

weight ij, and threshold aj. Equation (2) is the excitation 

function chosen in this paper. 

 
1

, 1,2 .( ,)  ..,
n

ijj i j

i

H la jid f z
=

= − =  (1) 

 ( ) 1/ (1 )zf z e−= +  (2) 

Step 4: Calculate the output of the output layer. Outk is 

calculated using Equation (3) in accordance with the hidden 

layer’s output Hidj, weight jk, and threshold bk. 

 

1

k j jk k

l
Out Hid b

k

= −
=
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Step 5: Calculate the network prediction error. The 

prediction error is the deviation between the expected output 

and the predicted output, and its calculation formula is shown 

in (4).  

 k k kerr Act Out= − , 1,2,...,k m=  (4) 

Step 6: Calculate the new network weights. According to 

the prediction error errk and the learning rate ,  the weights 

ij and jk are calculated by Equations (5) and (6). 

 1

(1 )

          1,2,...,  1,2,...,

m

ij ij j j jk k

k

Hid Hid err

i n j l
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= =



；
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1, 2,...,  1, 2,...,

jk jk j kHid err

j l k m
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= =；
 (6) 

Step 7: Calculate the new network thresholds. According 

to the prediction error errk and the learning rate , the 

thresholds aj and bk are calculated by Equations (7) and (8). 

 1

(1 )

                     1,2,...,

m

j j j j jk k

k

a a Hid Hid err

j l

 
=

= + − 

=


 (7) 

 k k kb b err= + , 1,2,...,k m=  (8) 

Step 8: Utilizing the training data, continuously pass the 

error value backward to update the network parameters until 

obtaining the best trained model. Substitute the updated 

weights and thresholds into the DGA-BP neural network. 

Step 9: Calculate and compare the fitness value of each 

individual, and select chromosomes with high fitness values 

as the optimal individual. A new population can be obtained 

by performing operations such as copying, crossing, and 

mutating. Doing so can promote the evolution and 

optimization of the population. The evaluation index of the 

fitness function chosen in this paper is the average mean 

square error. 

Step 10: Check to see if the algorithm converges in 

accordance with the end conditions that have been 

established (the maximum iterations and the smallest goal 

error). If the neural network has converged, assign the results 

obtained by the global search to the local search layer for a 

more accurate search; Otherwise, return to Step 2 to proceed 

to the next iteration. 

Step 11: After calculating and assessing the fitness value 

of the subpopulation's members, perform crossover, selection, 

mutation and other operations, and start the population 

iteration of the local search layer. 
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Step 12: Determine whether the local genetic algorithm 

converges according to the preset end conditions (the 

maximum iterations and the smallest goal error). If 

convergence, the decoding operation is performed, and the 

result with the best network weights and thresholds is output; 

Otherwise, return to step 2 to proceed to the next iteration. 

Step 13: Use the global optimal values produced by the 

dual-layer genetic algorithm as the optimal weights and 

thresholds of the BP neural network, and then make data 

predictions. 

Determine the BP neural 

network topology

Determine the initial weight 

and threshold length

Calculate errors, update 

network weights and 

thresholds

Get the optimal initial weight 

and threshold

Meet the requirements 

to stop training?

Output the optimal value

N

GA encodes the initial value

Acquisition of initial 

population

Select, cross and mutate

Individual fitness is 

calculated

Maximum iterations?

Output the individuals with 

the best fitness

decode

Y

N

GA optimal individual as the initial value

Initialize the new population

Calculate new individual fitness

Select, cross, mutate operations

Output individuals with better 

fitness

Is it the maximum 

iteration?

N

Y

Y

 
Fig. 3.  Flow chart of the DGA-BP neural network 

By combining global and local optimizations, the 

dual-layer genetic algorithm can search broadly throughout 

the population and conduct indepth searches near the local 

area. This would increase the efficiency and accuracy of the 

optimization algorithm, resulting in better results. The 

dual-layer genetic algorithm effectively addresses 

complicated problems, particularly those with a large search 

space, multimodal functions, or nonlinear problems. 

Therefore, the corresponding DGA-BP neural network can 

achieve superior performance. 

D. Algorithm performance testing 

To assess the performance of the proposed DGA algorithm, 

three test functions are shown in Table Ⅰ. 

In Table Ⅰ, F1 is a unimodal function, F2 is a multimodal 

function, and F3 is a multimodal function with a fixed 

dimension of 2. Each algorithm is initialized with a 

population size of 30, a maximum of 1000 iterations, and a 

dimension of 30. Fig. 4 illustrates the convergence process of 

the four algorithms (GA, SSA, SAO, and DGA) across three 

test functions. 

TABLE Ⅰ  

TEST FUNCTIONS 

Function Boundary 
Optimal 

solution 

( ) ( ) ( )
1

2 22

1 1

1

100 1
n

i i i

i

F x x x x
−

+

=

 = − + −
     30,30−  0 

( ) 2
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1 1

1
cos 1

4000

nn
i

i

i i

x
F x x

i= =

 
= − + 

 
    600,600−  0 

( )

1

25

3 2
61

1

1 1
( )

500 i
i

i

F x

j x aij

−

=

=

 
 
 = +
 

+ − 
 




  65,65−  0.998 

As shown in Fig. 4, the DGA algorithm has always a 

smaller fitness value in fewer iterations than the other three 

algorithms for three test functions. This suggests that the 

DGA algorithm has higher convergence accuracy and faster 

convergence speed.  

 

(a) F1 

 

(b) F2 

 
(c) F3 

Fig. 4.  Convergence curve of the test function 
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Ⅲ. APPLICATION OF THE DGA-BP NEURAL NETWORK IN WIND 

SPEED PREDICTION 

D. Data Preprocessing 

Wind speed data were collected by the data acquisition and 

monitoring control system, and the experimental data of wind 

turbines form a wind farm in Ohio, USA, were chosen from 

the historical operation data. To test the viability and 

effectiveness of the DGA-BP prediction model, the wind 

speed data collected by three different numbered wind 

turbines in the wind farm from 0:00 on August 1 to 19:00 on 

August 18 in 2017 (data from the wind turbine A-02 are 

marked as dataset 1, data from the wind turbine A-09 are 

dataset 2, and data from the wind turbine A-13 are dataset 3) 

was used for simulation experiments. The data interval for 

each dataset is 5 minutes, and the effective information is 

protected by data desensitization. Normalization is 

performed using the maximum-minimum method [28], as 

shown in Equation (9). 

 min max min( ) / ( )k kZ Z Z Z Z= − −  (9) 

    This study uses the rolling forecasting method. That is, 

predict Zn+1 with the data Z1, Z2, …, Zn, the data Z2, Z3, …, 

Zn+1 for predicting Zn+2. Here, we take n=9. After screening, 

the datasets collected by different numbered wind turbines 

were selected for verification, and each dataset has 4110 sets 

of data. Among them, 4000 sets of data from each dataset 

were utilized as training samples for the BP neural network, 

whereas the remaining 110 sets of data are utilized as testing 

samples to prove the DGA-BP neural network's accuracy in 

predicting wind speed. 

E. Error evaluation indicators 

To more precisely evaluate the efficacy of the DGA-BP 

neural network prediction model, mean absolute error (MAE), 

mean square error (MSE), root mean square error (RMSE), 

and mean absolute percentage error (MAPE) are introduced 

as error measures, and Equations (10)-(13) show the 

computation formulas. 

 
1
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MAE | ( ) ( ) |
M

i

z i z i
M =

= −  (10) 
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1

1
MSE ( ( ) ( ))

M

i

z i z i
M =

= −  (11) 

 
2

1

1
RMSE ( ( ) ( ))

M

i

z i z i
M =

= −  (12) 

 ( ) ( ) ( )MAPE /z i z i z i= −  (13) 

M is the number of samples, whereas z(i) and ( )z i  are the 

measured wind speed data and the anticipated wind speed 

data based on five models. 

F. Establishment of the DGA-BP model 

In the genetic algorithm, each individual is evaluated using 

a fitness function, and during evolution, its odds of survival 

and reproduction are calculated based on their fitness values. 

MSE is chosen as the fitness function to calculate the fitness 

value of each individual, the lower the fitness value, the 

better the individual. This demonstrates that the algorithm's 

weights and thresholds are improved, which will increase the 

accuracy and bring the neural network's prediction outputs 

closer to the actual measured values.  

With the aid of empirical formulas and the examination of 

experimental data, when inputnum=9 and outputnum=1, the 

number of the nodes in hidden layer is accurately calculated. 

The empirical formula is shown in Equation (14).  

 hiddennum inputnum outputnum a= + +  (14) 

where hiddennum, inputnum, and outputnum indicate the 

number of the nodes in hidden, input, and output layers, 

respectively. The number of the nodes in hidden layer is 

changed by the constant a, which has a range of 1 to 10 [29]. 

After conducting numerous trials, trainlm is chosen as the 

training function. When the BP neural network achieves the 

best prediction effect, the number of the nodes in hidden layer 

is determined as 8 for dataset 1, 11 for dataset 2 and 6 for 

dataset 3. Take the learning rate as 0.01, the minimum target 

error as 10-5, and the number of training repetitions as 103 

times. The initial population size is 50 for the outer genetic 

algorithm of the DGA-BP neural network, and the maximum 

evolutionary algebra is 100. The cross operation uses a 

two-point crossover, the selection operation uses the roulette 

approach, and the cross probability is 0.8. The mutation 

operation uses Gaussian mutation, and the probability is 0.2. 

In addition, for the DGA-BP neural network's internal genetic 

algorithm, the inner layer often sets a smaller and more 

accurate population size than the setting of the outer genetic 

algorithm. In our simulation, the initial population size is 30, 

and the maximum evolutionary algebra is 50.  

Figs. 5(a), 6(a), and 7(a) represent the change in the fitness 

values of the outer genetic algorithm for three datasets. The 

optimal fitness values of the outer layer are 0.322037, 

0.324113 and 0.364087, and the average fitness values were 

0.325428, 0.334366 and 0.38251, respectively. 

 
(a) Outer layer 

 
(b) Inner layer 

Fig. 5.  Change in the fitness value of dataset 1 
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(a) Outer layer 

 
(b) Inner layer 

Fig. 6.  Change in the fitness value of dataset 2 

 
(a) Outer layer 

 
(b) Inner layer 

Fig. 7.  Change in the fitness value of dataset 3 

Figs. 5(b), 6(b), and 7(b) represent the change in the fitness 

values of the inner genetic algorithm for three datasets. The 

optimal fitness values of the inner layer are 0.315384, 

0.322934 and 0.363982, and the average fitness values were 

0.325803, 0.334333 and 0.380701, respectively.  

From Figs. 5-7, it is clear that the optimal fitness values of 

the inner layer of the three datasets are lower than those of the 

outer layers. Declining of three fitness values indicate that the 

fitness values become smaller when the optimal value of the 

global optimization of the outer genetic algorithm is used as 

the initial value of the local optimization of the inner genetic 

algorithm. The individual is better when the fitness value is 

lower, which improves the network's weights and thresholds 

as well as the prediction effect of the model. 

D. Experimental results and analysis 

Figs. 8, 9, and 10 show the experimental results of three 

datasets under five prediction models (BP, GA-BP, SSA-BP, 

SAO-BP, and DGA-BP), respectively. (a) represents the 

prediction result graph and (b) is the error comparison chart.  

From the experimental results in Figs. 8-10, it can be seen 

that the prediction results of the DGA-BP model are closer to 

the true values. The error curve of most data points predicted 

by the DGA-BP model is closer to 0. 

To further assess the effectiveness of the BP, GA-BP, 

SSA-BP, SAO-BP, and DGA-BP models in wind speed 

prediction, error indicators of the five models for the three 

datasets are calculated respectively as demonstrated in Table 

ⅠⅠ. Moreover, in order to observe the performance of each 

model more intuitively, a histogram is utilized to display the 

error evaluation indexes of each model for the three datasets, 

as shown in Fig. 11. 

TABLE ⅠⅠ 

Error indicators of five prediction models (BP, GA-BP, SSA-BP, SAO-BP, 

and DGA-BP) based on different datasets 

 
Prediction 

models 

Error 

Indicators 

MAE(m/s) MSE(m/s) RMSE(m/s) MAPE 

Dataset 

1 

BP 0.3594 0.2004 0.4477 6.573% 

GA-BP 0.3454 0.1870 0.4324 6.419% 
SSA-BP 0.3484 0.1913 0.4374 6.522% 

SAO-BP 0.3406 0.1870 0.4324 6.286% 

DGA-BP 0.3338 0.1735 0.4166 6.222% 

Dataset 

2 

BP 0.3629 0.2170 0.4658 6.533% 

GA-BP 0.3624 0.2079 0.4560 6.503% 

SSA-BP 0.3516 0.2046 0.4523 6.233% 
SAO-BP 0.3511 0.2082 0.4563 6.277% 

DGA-BP 0.3417 0.1987 0.4458 6.131% 

Dataset 
3 

BP 0.4239 0.2666 0.5163 8.007% 
GA-BP 0.4103 0.2547 0.5046 7.705% 

SSA-BP 0.4188 0.2560 0.5060 7.894% 
SAO-BP 0.4109 0.2601 0.5100 7.817% 

DGA-BP 0.4062 0.2476 0.4976 7.633% 

From the error calculations of five prediction models in 

Table ⅠⅠ, the four errors of the DGA-BP model are decreased 

to varied degrees in comparison to those of the BP, GA-BP, 

SSA-BP, and SAO-BP models. Among them, compared with 

the unoptimized BP network, MAE, MSE, RMSE, and 

MAPE calculated from the optimized network based on 

double-layer genetic algorithm decreased by 7.1%, 13.4%, 

6.9%, and 5.3% respectively in dataset 1, descended by 5.8%, 

8.4%, 4.3%, and 6.2% respectively in dataset 2, and declined 

by 4.2%, 7.1%, 3.6%, and 4.7% respectively in dataset 3. As 

can be clearly seen from Fig. 11, the DGA-BP prediction 

model has significantly smaller error indexes and outstanding 

optimization performance than the other four models. 

Therefore, compared to the BP, GA-BP, SSA-BP, and 

SAO-BP prediction models, the DGA-BP wind speed 
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prediction model developed in this research has fewer errors 

and higher prediction accuracy, and the forecast values are 

closer to the actual values, with better prediction 

performance.  

 
(a) Wind speed predicted results 

 
(b) Errors of the five models 

Fig. 8. Experimental results for dataset 1 

 
(a) Wind speed predicted results 
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(b) Errors of the five models 

Fig. 9. Experimental results for dataset 2 

 
(a) Wind speed predicted results 

 
(b) Errors of the five models 

Fig. 10. Experimental results for dataset 3 
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Fig. 11.  Error index histogram of three datasets 

Ⅳ. CONCLUSION 

In this study, an enhanced genetic algorithm-based BP 

neural network prediction model is established for wind 

speed. The model uses a dual-layer genetic algorithm for 

global optimization and local optimization, taking the global 

optimization solution as the initial value for local 

optimization in the second phase, ultimately deriving the 

optimal parameters of the BP neural network. Through 

simulation experiments, the wind speed prediction curves 

and error curves of five prediction models for three datasets 

indicate that the DGA-BP model exhibits a better prediction 

effect than the BP, GA-BP, SSA-BP, and SAO-BP models. 

The error curve of the DGA-BP model approaches zero more 

closely at most data points than the other four models. 

Additionally, the calculations of average absolute error, 

mean square error, root mean square error, and mean absolute 

percentage error of the five models revealing that the 

DGA-BP model yields the lowest error. These outcomes 

further validate the accuracy and suitability of the prediction 

model for forecasting future wind speeds. In conclusion, 

accurate wind speed predictions enable wind farms to 

optimize energy output, proactively anticipate changes in 

wind energy resources, and adjust power generation 

equipment operations to enhance wind energy utilization 

efficiency and economic viability. 
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