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Abstract—Various scholars have investigated Fibonacci ar-
rays to uncover its combinatorial features and applications.
As an extension of Involutive Fibonacci words, Involutive
Fibonacci arrays were introduced. We will look at some of
the combinatorial features of Involutive Fibonacci Arrays in
this article.
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I. INTRODUCTION

THE branch of mathematics known as ‘Formal Lan-
guages’ provides the fundamental machinery for devel-

oping compilers. It has helped a variety of other sciences,
like computer networking, physics, biology, etc., expand
during the past few decades. Over the years, researchers have
offered a variety of models to extend formal languages to two
dimensions, which are derived from concepts in the fields
of pattern matching and image processing [1], [2]. Studies
using combinatorics and other parallel computing models
also contain instances of two-dimensional patterns.

Both combinatorics on words and formal languages ex-
plore different aspects of words and their combinatorial
features, cutting across the borders of computer science and
mathematics. Finding patterns within collections of symbols
was the main emphasis of this field. Axel Thue, credited
with starting the field of combinatorics on words in the
early 1900s [3], [4], published articles on patterns and
repetitions in words. In 1983, Lothaire published a book
titled “Combinatorics on Words” [5].

Recent research has focused on many combinatorial prop-
erties of words, such as tandem repeats, square free prop-
erty, primitive words, complexity, morphisms on words,
borderness, periodicity, and so on. For example, Kari and
Mahalingam examined involutively bordered words in [6],
Czeizler et al. focused on primitivity properties based on
the behaviour of molecules in DNA in [7], Yu studied the
borderness properties of words in [8], and so on. Researchers
have now expanded the study to include two-dimensional
words and their combinatorial features. Amir and Benson [9]
investigated periodicity in two-dimensional arrays. Various
scholars explored the occurrence of palindromes in two-
dimensional arrays [10], [11], [12], [13]. Studies related
to partial words and partial arrays and their combinatorial
properties have also been at their peak recently. To mention
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a few, Sasikala et al. [14] studied the partial languages; in
[15] the authors discussed the tiling systems in partial array
languages; Krishna Kumari and Arulprakasam [16] investi-
gated the factors and subwords of rich partial words; and so
on. Researchers have developed many algorithms to enhance
the applications of these properties. To name a few, Knuth et
al. [17] studied pattern matching in words, whereas Cole et
al. [18] provided an algorithm for pattern matching in words
and arrays, and Geizhals et al. [19] presented an approach
for finding the maximal two-dimensional palindromes, and a
few more. John Kaspar et al. [20] made a study relating to
lattice automata.

Fibonacci numbers are defined as a sequence of numbers
obtained from the recurrence relation

Fb(n) = Fb(n− 1) + Fb(n− 2)

for all n ≥ 2 and Fb(0) = 0, F b(1) = 1. Knuth iden-
tified the one-dimensional Fibonacci strings [21] as words
corresponding to the Fibonacci numbers obtained by fixing
the first two initial letters, say f0 = p and f1 = q, and
recursively obtaining

fn+2 = fn+1 • fn

for all n ≥ 0, where • represents word concatenation.
However, Allouche and Shalit [22] claim that it is difficult to
pinpoint who first used the Fibonacci numbers. Researchers
have conducted numerous studies over the years to reveal
various combinatorial features. A. De. Luca’s [23] work is
one of its kind. Berstel conducted a study in 1986 in order to
compile a list of all the proven results [24]. W.F. Chaun [25],
[26], [27], [28] investigated several of their characteristics. G.
Fici [29] discussed Fibonacci factorization and other infinite
words. Mahalingam et al. [30] recently published a study on“
Watson-Crick palindromes in Watson-Crick conjugates.

” Apostolico and Brimkov [31] came up with the following
two-dimensional Fibonacci sequence: f0,0 = a1, f0,1 = b1,
f1,0 = c1, and f1,1 = d1; a1, b1, c1, and d1 are letters from
the finite alphabet A; and

fs,(k+1) = fs,k fs,(k−1)

and
f(j+1),s = fj,s ⊖ f(j−1),s

where means vertical concatenation and ⊖ means hori-
zontal concatenation. Mahalingam et al. [13] examined the
nature of palindromes in Fibonacci arrays, and Kulkarni et
al. [32] investigated some of the other combinatorial aspects
of Fibonacci arrays. The application is found in [33], where
the authors explored the near-field optical behaviour of two-
dimensional Fibonacci plasmonic lattices created by electron-
beam lithography over transparent quartz substrates. Since
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then, several studies on Fibonacci arrays’ combinatorial
features and applications have been published.

Lila Kari et al.[34] initially examined involutive Fibonacci
words in 2021 as a result of inferred research on DNA
computing[35]. They have also talked a lot about the proper-
ties of indexed ξ-Fibonacci words and bordered ξ-Fibonacci
words, where ξ is an antimorphic or morphic involution
over A∗. Later in the year 2022, they studied primitivity
in Fibonacci words[36].

Hannah Blasiyus and D.K. Sheena Christy [37] introduced
the involutive Fibonacci arrays by classifying them as alter-
nating, palindromic, and hairpin Fibonacci arrays, depending
upon the nature of the concatenation applied.

In this paper, we study some of the other combinatorial
properties of the involutive Fibonacci arrays.

This paper is organised as follows: Section II deals with re-
calling several definitions from the literature that are required
for our study. In Section III, we define indexing of involutive
Fibonacci arrays. In Section IV, we study some of the ways
of decomposing the alternating Fibonacci arrays, and we
prove that the languages of square alternating, palindromic,
and hairpin Fibonacci arrays are two-dimensional codes. In
Section V, we study the primitivity of involutive Fibonacci
arrays.

II. PRELIMINARIES

Here we recall a few definitions required for our study.
For basic definitions we refer the reader to [32], [34], [37],
[38] and [39].

Definition II.1. [38] A finite and non-empty collection of
symbols called letters is known as alphabet, denoted by A.
|A| represents the total number of elements present in A.

Definition II.2. [38] A finite or infinite sequence of letters
from the alphabet is known as a string or a word.

If A is an alphabet, then A∗ represents the set of strings
created by joining zero or more letters from A together. A
subset of A∗ is usually known as one-dimensional language.

Definition II.3. [38] If w and x are two strings from A∗, then
word concatenation of w and x is got by joining the letters of
x to the right-end of w. We denote this by w • x or simply
wx. i.e., if w = r1r2 · · · rm and x = s1s2 · · · sn, where
r1, r2, · · · rm and s1, s2, · · · sn ∈ A, then wx = w • x =
r1r2 · · · rms1s2 · · · sn
Definition II.4. [38] Length of a string w is the total number
of letters present in it, denoted by |w|. If |w| = 0, we say
that w is an empty word, usually denoted by λ. Note that
A∗ \

{
λ
}

= A+, where A+ is the collection of all non-
empty strings over A.

Definition II.5. [38] If w ∈ A∗, then wn is given by w •
w • w • · · ·w (n-times), for all n ≥ 1. If n = 0, then wn =
w0 = λ, the empty string.

Definition II.6. [34] The Fibonacci sequence is a numerical
sequence in which each term is obtained by summing its two
preceding terms. i.e., Fb(n) = Fb(n − 1) + Fb(n − 2) for
all n ≥ 2, fixing Fb(0) = 0, F b(1) = 1. Each term of this
sequence is termed as Fibonacci number.

Definition II.7. [34] The sequence of standard and reverse
Fibonacci words Fb(r, s) and Fb′(r, s), where r, s ∈ A∗ are
defined as:

Fb(r, s) =
{
fm(r, s)

}
m≥0

and Fb′(r, s) =
{
f ′
m(r, s)

}
m≥0

,

where fm(r, s) and f ′
m(r, s) are defined recursively as:

f0 = f ′
0 = r ; f1 = f ′

1 = s;

and

fm = fm−1 • fm−2 and f ′
m = f ′

m−2 • f ′
m−1 for m ≥ 2

Definition II.8. [34] A function that is its own inverse is
called the involution, i.e., for any two non-empty sets X and
Y , a function ξ : X → Y such that ξ2 equals the identity is
called the involution. i.e., ξ(ξ(x)) = x,∀x ∈ X .

Definition II.9. [34] A function ξ : A∗ → A∗ is termed as
morphism over A∗ if, ξ(u • v) = ξ(u) • ξ(v), for all
u, v ∈ A∗ and ξ(λ) = λ.

(i.e.,) if u = r1r2 · · · rk, then ξ(u) = ξ(r1r2 · · · rk) =
ξ(r1)ξ(r2) · · · ξ(rk), for all ri ∈ A, 1 ≤ i ≤ k.

A function ξ : A∗ → A∗ is termed as antimorphism over
A∗ if, ξ(u • v) = ξ(v) • ξ(u), for all u, v ∈ A∗ and
ξ(λ) = λ.

(i.e.,) if u = r1r2 · · · rk, then ξ(u) = ξ(r1r2 · · · rk) =
ξ(rk) · · · ξ(r2)ξ(r1), for all ri ∈ A, 1 ≤ i ≤ k.

Definition II.10. [34] “A function ξ : A∗ → A∗ is termed
as a morphic involution on A∗ if it is an involution on A
extended to be a morphism on A∗.

A function ξ : A∗ → A∗ is termed as an antimorphic
involution on A∗ if it is an involution on A extended to be
an antimorphism on A∗.”

Definition II.11. [34] The sequence of atom standard and
reverse alternating ξ-Fibonacci words G(α, β) and G′(α, β)
over A =

{
α, β

}
are defined as:

G(α, β) =
{
gm(α, β)

}
m≥0

and
G′(α, β) =

{
g′m(α, β)

}
m≥0

,

where gm(α, β) and g′m(α, β) are defined recursively as:
g0 = g′0 = α ; g1 = g′1 = β;
gm = ξ(gm−1) • gm−2 and g′m = g′m−2 • ξ(g′m−1) for
m ≥ 2, where ξ represents a morphic involution over A∗.

Definition II.12. [34] The sequence of atom standard and re-
verse palindromic ξ-Fibonacci words W (α, β) and W ′(α, β)
over A =

{
α, β

}
are defined as:

W (α, β) =
{
wm(α, β)

}
m≥0

and
W ′(α, β) =

{
w′

m(α, β)
}
m≥0

,

where wm(α, β) and w′
m(α, β) are defined recursively as:

w0 = w′
0 = α ; w1 = w′

1 = β;
wm = ξ(wm−1) • ξ(wm−2) and w′

m = ξ(w′
m−2) • ξ(w′

m−1)
for m ≥ 2, where ξ represents a morphic involution over A∗.

Definition II.13. [34] The sequence of atom standard and
reverse hairpin ξ-Fibonacci words Z(α, β) and Z ′(α, β)
over A =

{
α, β

}
are defined as:

Z(α, β) =
{
zm(α, β)

}
m≥0
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and
Z ′(α, β) =

{
z′m(α, β)

}
m≥0

,

where zm(α, β) and z′m(α, β) are defined recursively as:
z0 = z′0 = α ; z1 = z′1 = β;
zm = zm−1 • ξ(zm−2) and z′m = ξ(z′m−2) • z′m−1, for
m ≥ 2, where ξ represents a morphic involution over A∗.

Definition II.14. [39] A rectangular array of letters over a
finite alphabet A is known as a picture or matrix over A.

A collection of pictures is denoted by A∗∗. A subset of
A∗∗ is usually known as picture language (or 2D language)
over A.

Definition II.15. [39] If

MA =

u11 . . . u1n

. . . . . . . . .

. . . . . . . . .
um1 . . . umn

and

MB =

v11 . . . v1n′

. . . . . . . . .

. . . . . . . . .
vm′1 . . . vm′n′

then the vertical concatenation of MA and MB is defined as

MA MB =

u11 . . . u1n v11 . . . v1n′

. . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . .
um1 . . . umn vm′1 . . . vm′n′

provided m = m′, and the horizontal concatenation of
MA and MB is defined as

MA⊖MB =

u11 . . . u1n

. . . . . . . . .

. . . . . . . . .
um1 . . . umn

v11 . . . v1n′

. . . . . . . . .

. . . . . . . . .
vm′1 . . . vm′n′

, provided n = n′.

Definition II.16. [32] The size or order of an array with r
rows and s columns is denoted by r × s, provided r, s ≥ 1.
The arrays of order r × 0 or 0 × s are undefined. An array
of order 0× 0 is known as empty array, denoted by Λ.

Note that A∗∗ \
{
Λ
}
= A++, where A++ represents the

collection of all non-empty arrays over A.

Definition II.17. [37] For two-dimensional arrays, a function
ξ : A∗∗ → A∗∗ is called as morphism if for any α, β ∈ A∗∗,

(i) ξ(α β) = ξ(α) ξ(β), provided α and β have equal
number of rows

(ii) ξ(α ⊖ β) = ξ(α) ⊖ ξ(β), provided α and β have
equal number of columns and

(iii) In particular, ξ(Λ) = Λ.
(i.e.,) If

α =

u11 . . . u1n

. . . . . . . . .

. . . . . . . . .
um1 . . . umn

and

β =

v11 . . . v1n′

. . . . . . . . .

. . . . . . . . .
vm′1 . . . vm′n′

then

ξ(α β) =

ξ(u11) . . . ξ(u1n) ξ(v11) . . . ξ(v1n′)
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .

ξ(um1) . . . ξ(umn) ξ(vm′1) . . . ξ(vm′n′)

provided m = m′, and

ξ(α⊖ β) =

ξ(u11) . . . ξ(u1n)
. . . . . . . . .
. . . . . . . . .

ξ(um1) . . . ξ(umn)
ξ(v11) . . . ξ(v1n′)
. . . . . . . . .
. . . . . . . . .

ξ(vm′1) . . . ξ(vm′n′)

provided n = n′.

Definition II.18. [37] For two-dimensional arrays, a function
ξ : A∗∗ → A∗∗ is called as antimorphism if for any α, β ∈
A∗∗,

(i) ξ(α β) = ξ(β) ξ(α), provided α and β have equal
number of rows

(ii) ξ(α ⊖ β) = ξ(β) ⊖ ξ(α), provided α and β have
equal number of columns and

(iii) In particular, ξ(Λ) = Λ.
(i.e.,) If

α =

u11 . . . u1n

. . . . . . . . .

. . . . . . . . .
um1 . . . umn

and

β =

v11 . . . v1n′

. . . . . . . . .

. . . . . . . . .
vm′1 . . . vm′n′

then

ξ(α β) =

ξ(vm′n′) . . . ξ(vm′1) ξ(umn) . . . ξ(um1)
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .

ξ(v1n′) . . . ξ(v11) ξ(u1n) . . . ξ(u11)

provided m = m′, and

ξ(α⊖ β) =

ξ(vm′n′) . . . ξ(vm′1)
. . . . . . . . .
. . . . . . . . .

ξ(v1n′) . . . ξ(v11)
ξ(umn) . . . ξ(um1)
. . . . . . . . .
. . . . . . . . .

ξ(u1n) . . . ξ(u11)

provided n = n′.

Definition II.19. [37] A function ξ : A∗∗ → A∗∗ is known
as a morphic involution over A∗∗ if ξ is an involution on A
extended to be a morphism over A∗∗.

IAENG International Journal of Computer Science

Volume 51, Issue 5, May 2024, Pages 553-561

 
______________________________________________________________________________________ 



A function ξ : A∗∗ → A∗∗ is known as an antimorphic
involution over A∗∗ if ξ is an involution on A extended to
be an antimorphism over A∗∗.

Definition II.20. [37] Let A be an alphabet such that
|A| ≥ 2. Then the sequence of atom standard alternating
ξ-Fibonacci arrays

{
gm,n

}
m,n≥0

over A∗∗ is defined recur-
sively as:

(i) The initial arrays
g0,0 g0,1
g1,0 g1,1

are given by
a1 b1
c1 d1

where a1, b1, c1, d1 ∈ A, with atleast one of
a1, b1, c1, d1 being distinct from the rest.

(ii) For s ≥ 0 and j, k ≥ 1,
gs,k+1 = ξ(gs,k) gs,k−1 and gj+1,s = ξ(gj,s) ⊖
gj−1,s, where ξ is a morphic involution over A∗∗.

Definition II.21. [37] Let A be an alphabet such that |A| ≥
2. Then the sequence of atom reverse alternating ξ-Fibonacci
arrays

{
g′m,n

}
m,n≥0

over A∗∗ is defined recursively as:

(i) The initial arrays
g′0,0 g′0,1
g′1,0 g′1,1

are given by
a1 b1
c1 d1

,

where
a1, b1, c1, d1 ∈ A, with atleast one of a1, b1, c1, d1
being distinct from the rest.

(ii) For s ≥ 0 and j, k ≥ 1,
g′s,k+1 = g′s,k−1 ξ(g′s,k) and g′j+1,s = g′j−1,s ⊖
ξ(g′j,s), where ξ is a morphic involution over A∗∗.

Definition II.22. [37] Let A be an alphabet such that
|A| ≥ 2. Then the sequence of atom standard palindromic
ξ-Fibonacci arrays

{
wm,n

}
m,n≥0

over A∗∗ is defined recur-
sively as:

(i) The initial arrays
w0,0 w0,1

w1,0 w1,1
are given by

a1 b1
c1 d1

where a1, b1, c1, d1 ∈ A, with atleast one of
a1, b1, c1, d1 being distinct from the rest.

(ii) For s ≥ 0 and j, k ≥ 1,
ws,k+1 = ξ(ws,k) ξ(ws,k−1) and wj+1,s =
ξ(wj,s) ⊖ ξ(wj−1,s), where ξ is a morphic involution
over A∗∗

Definition II.23. [37] Let A be an alphabet such that
|A| ≥ 2. Then the sequence of atom reverse palindromic
ξ-Fibonacci arrays

{
w′

m,n

}
m,n≥0

over A∗∗ is defined re-
cursively as:

(i) The initial arrays
w′

0,0 w′
0,1

w′
1,0 w′

1,1
are given by

a1 b1
c1 d1

where a1, b1, c1, d1 ∈ A, with atleast one of
a1, b1, c1, d1 being distinct from the rest.

(ii) For s ≥ 0 and j, k ≥ 1,
w′

s,k+1 = ξ(w′
s,k−1) ξ(w′

s,k) and w′
j+1,s =

ξ(w′
j−1,s) ⊖ ξ(w′

j,s), where ξ is a morphic involution
over A∗∗.

Definition II.24. [37] In two-dimension, the sequence of
atom standard hairpin ξ-Fibonacci arrays

{
zm,n

}
m,n≥0

is
defined as:

(i) The initial arrays
z0,0 z0,1
z1,0 z1,1

are given by
a1 b1
c1 d1

where a1, b1, c1, d1 ∈ A, with atleast one of
a1, b1, c1, d1 being distinct from the rest.

(ii) For s ≥ 0 and j, k ≥ 1,
zs,k+1 = zs,k ξ(zs,k−1) and zj+1,s = zj,s ⊖
ξ(zj−1,s), where ξ is a morphic involution over A∗∗.

Definition II.25. [37] In two-dimension, the sequence of
atom reverse hairpin ξ-Fibonacci arrays

{
z′m,n

}
m,n≥0

is
defined as:

(i) The initial arrays
z′0,0 z′0,1
z′1,0 z′1,1

are given by
a1 b1
c1 d1

where a1, b1, c1, d1 ∈ A, with atleast one of
a1, b1, c1, d1 being distinct from the rest.

(ii) For s ≥ 0 and j, k ≥ 1,
z′s,k+1 = ξ(z′s,k−1) z′s,k and z′j+1,s = ξ(z′j−1,s) ⊖
z′j,s, where ξ is a morphic involution over A∗∗.

Definition II.26. [32] An array a from the alphabet A is
said to be primitive if a = (wk1 )k2⊖, then both k1 and k2
should be equal to 1.

III. INDEXING THE INVOLUTIVE FIBONACCI ARRAYS

We attempt to index the Involutive Fibonacci arrays by
means of few known results in this section.

We recall from [37] about the size of the involutive Fi-
bonacci arrays gr,s, g

′
r,s, wr,s, w

′
r,s, zr,s, z

′
r,s, which is given

by Fb(r)× Fb(s).

Lemma III.1. If the initial array of the standard alternating

Fibonacci array is
a1 b1
c1 d1

and if a1 ̸= b1 and c1 ̸= d1, then

for r, s ≥ 1, every row of the standard alternating Fibonacci
array gr,s, while written as a one-dimensional string is the
standard alternating Fibonacci word gs over {a1, b1, c1, d1}.
Similarly, if a1 ̸= c1 and b1 ̸= d1 then for r, s ≥ 1, every
column of gr,s, while written as a one-dimensional string is
the alternating Fibonacci words gr over {a1, b1, c1, d1}.

When we expand gr,s vertical-wise, we get

gr,s = ξ(gr,s−1) gr,s−2

The above step clearly says that in the rth row the sth

element is obtained by vertically concatenating ξ(gr,s−1)
i.e., the morphic involutive image of the preceding element
of gr,s, with gr,s−2 i.e., the second preceding element of
gr,s, resembling the act of obtaining gs = ξ(gs−1) • gs−2.
Similarly we can prove the other case using horizontal-wise
expansion.

The upcoming results are similar to Lemma III.1.

Lemma III.2. If the initial array of the standard palindromic

Fibonacci array is
a1 b1
c1 d1

and if a1 ̸= b1 and c1 ̸= d1,

then for r, s ≥ 1, every row of the standard palindromic
Fibonacci array wr,s, while written as a one-dimensional
string is the standard palindromic Fibonacci word ws over
{a1, b1, c1, d1}. Similarly, if a1 ̸= c1 and b1 ̸= d1 then
for r, s ≥ 1, every column of wr,s, while written as a
one-dimensional string is the standard palindromic Fibonacci
words wr over {a1, b1, c1, d1}.

Lemma III.3. If the initial array of the standard hairpin

Fibonacci array is
a1 b1
c1 d1

and if a1 ̸= b1 and c1 ̸= d1,

then for r, s ≥ 1, every row of the standard hairpin Fibonacci
array zr,s, while written as a one-dimensional string is the
standard hairpin Fibonacci word zs over {a1, b1, c1, d1}.
Similarly, if a1 ̸= c1 and b1 ̸= d1 then for r, s ≥ 1, every
column of zr,s, while written as a one-dimensional string is
the standard hairpin Fibonacci words zr over {a1, b1, c1, d1}.
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Lemma III.4. If the initial array of the reverse alternating

Fibonacci array is
a1 b1
c1 d1

and if a1 ̸= b1 and c1 ̸= d1, then

for r, s ≥ 1, every row of the reverse alternating Fibonacci
array g′r,s, while written as a one-dimensional string is the
reverse alternating Fibonacci word g′s over {a1, b1, c1, d1}.
Similarly, if a1 ̸= c1 and b1 ̸= d1 then for r, s ≥ 1,
every column of g′r,s, while written as a one-dimensional
string is the reverse alternating Fibonacci words g′r over
{a1, b1, c1, d1}.

Lemma III.5. If the initial array of the reverse palindromic

Fibonacci array is
a1 b1
c1 d1

and if a1 ̸= b1 and c1 ̸= d1, then

for r, s ≥ 1, every row of the reverse palindromic Fibonacci
array w′

r,s, while written as a one-dimensional string is the
reverse palindromic Fibonacci word w′

s over {a1, b1, c1, d1}.
Similarly, if a1 ̸= c1 and b1 ̸= d1 then for r, s ≥ 1,
every column of w′

r,s, while written as a one-dimensional
string is the reverse palindromic Fibonacci words w′

r over
{a1, b1, c1, d1}.

Lemma III.6. If the initial array of the reverse hairpin

Fibonacci array is
a1 b1
c1 d1

and if a1 ̸= b1 and c1 ̸= d1, then

for r, s ≥ 1, every row of the reverse hairpin Fibonacci array
z′r,s, while written as a one-dimensional string is the reverse
hairpin Fibonacci word z′s over {a1, b1, c1, d1}. Similarly, if
a1 ̸= c1 and b1 ̸= d1 then for r, s ≥ 1, every column of
z′r,s, while written as a one-dimensional string is the reverse
hairpin Fibonacci words z′r over {a1, b1, c1, d1}.

Now let us study about what reduced representation of an
involutive Fibonacci word means.

Definition III.1. Given a standard alternating Fibonacci
word gm, for m ≥ 2, if gm is reduced using the recurrence
relation gm = ξ(gm−1) • gm−2, until we get gm expressed
using only g0, g1, ξ(g0) or ξ(g1), then this way of represent-
ing any standard alternating Fibonacci word gm is called the
reduced representation of gm.

(i.e.,) gm = gi1gi2 · · · giFb(n)
, where each gij , 1 ≤ j ≤

Fb(n) is either gij itself or ξ(gij ), which we represent as(
gij

)
and i1, i2, · · · iFb(n) ∈ {0, 1}.

The binary string i1i2 · · · iFb(n) in which each ij , 1 ≤ j ≤
Fb(n) is either written as ij or (ij) to denote whether the
index is of gij or that of ξ(gij ) is termed as the standard
alternating Fibonacci reduced representation of the integer
n, denoted by SAFR(n).

Example III.1. SAFR(3) = 1(0)1, SAFR(4) =
(1)0(1)(1)0

Definition III.2. Given a standard palindromic Fibonacci
word wm, for m ≥ 2, if wm is reduced using the recurrence
relation wm = ξ(wm−1) • ξ(wm−2), until we get wm

expressed using only w0, w1, ξ(w0) or ξ(w1), then this way
of representing any standard palindromic Fibonacci word wm

is called the reduced representation of wm.
(i.e.,) wm = wi1wi2 · · ·wiFb(n)

, where each wij , 1 ≤ j ≤
Fb(n) is either wij itself or ξ(wij ), which we represent as(
wij

)
and i1, i2, · · · iFb(n) ∈ {0, 1}.

The binary string i1i2 · · · iFb(n) in which each ij , 1 ≤ j ≤
Fb(n) is either written as ij or (ij) to denote whether the
index is of wij or that of ξ(wij ) is termed as the standard

palindromic Fibonacci reduced representation of the integer
n, denoted by SPFR(n).

Example III.2. SPFR(3) = 10(1), SPFR(4) = (1)(0)110

Definition III.3. Given a standard hairpin Fibonacci word
zm, for m ≥ 2, if zm is reduced using the recurrence relation
zm = zm−1 •ξ(zm−2), until we get zm expressed using only
z0, z1, ξ(z0) or ξ(z1), then this way of representing any
standard hairpin Fibonacci word zm is called the reduced
representation of zm.

(i.e.,) zm = zi1zi2 · · · ziFb(n)
, where each zij , 1 ≤ j ≤

Fb(n) is either zij itself or ξ(zij ), which we represent as(
zij

)
and i1, i2, · · · iFb(n) ∈ {0, 1}.

The binary string i1i2 · · · iFb(n) in which each ij , 1 ≤ j ≤
Fb(n) is either written as ij or (ij) to denote whether the
index is of zij or that of ξ(zij ) is termed as the standard
hairpin Fibonacci reduced representation of the integer n,
denoted by SHFR(n).

Example III.3. SHFR(3) = 1(0)(1), SHFR(4) =
1(0)(1)(1)0

Definition III.4. Given a reverse alternating Fibonacci word
g′m, for m ≥ 2, if g′m is reduced using the recurrence relation
g′m = g′m−2•ξ(g′m−1), until we get g′m expressed using only
g′0, g′1, ξ(g′0) or ξ(g′1), then this way of representing any
reverse alternating Fibonacci word g′m is called the reduced
representation of g′m.

(i.e.,) g′m = g′i1g
′
i2
· · · g′iFb(n)

, where each g′ij , 1 ≤ j ≤
Fb(n) is either g′ij itself or ξ(g′ij ), which we represent as(
g′ij

)
and i1, i2, · · · iFb(n) ∈ {0, 1}.

The binary string i1i2 · · · iFb(n) in which each ij , 1 ≤ j ≤
Fb(n) is either written as ij or (ij) to denote whether the
index is of g′ij or that of ξ(g′ij ) is termed as the reverse
alternating Fibonacci reduced representation of the integer
n, denoted by RAFR(n).

Example III.4. RAFR(3) = 1(0)1, RAFR(4) =
0(1)(1)0(1)

Definition III.5. Given a reverse palindromic Fibonacci
word w′

m, for m ≥ 2, if w′
m is reduced using the recurrence

relation w′
m = ξ(w′

m−2) • ξ(w′
m−1), until we get w′

m

expressed using only w′
0, w′

1, ξ(w0) or ξ(w1), then this way
of representing any reverse palindromic Fibonacci word w′

m

is called the reduced representation of w′
m.

(i.e.,) w′
m = w′

i1
w′

i2
· · ·w′

iFb(n)
, where each w′

ij
, 1 ≤ j ≤

Fb(n) is either w′
ij

itself or ξ(w′
ij
), which we represent as(

w′
ij

)
and i1, i2, · · · iFb(n) ∈ {0, 1}.

The binary string i1i2 · · · iFb(n) in which each ij , 1 ≤ j ≤
Fb(n) is either written as ij or (ij) to denote whether the
index is of w′

ij
or that of ξ(w′

ij
) is termed as the reverse

palindromic Fibonacci reduced representation of the integer
n, denoted by RPFR(n).

Example III.5. RPFR(3) = (1)01, RPFR(4) =
011(0)(1)

Definition III.6. Given a reverse hairpin Fibonacci word z′m,
for m ≥ 2, if z′m is reduced using the recurrence relation
z′m = ξ(z′m−2) • z′m−1, until we get z′m expressed using
only z′0, z1, ξ(z0) or ξ(z1), then this way of representing
any reverse hairpin Fibonacci word z′m is called the reduced
representation of z′m.
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(i.e.,) z′m = z′i1z
′
i2
· · · z′iFb(n)

, where each z′ij , 1 ≤ j ≤
Fb(n) is either z′ij itself or ξ(z′ij ), which we represent as(
z′ij

)
and i1, i2, · · · iFb(n) ∈ {0, 1}.

The binary string i1i2 · · · iFb(n) in which each ij , 1 ≤ j ≤
Fb(n) is either written as ij or (ij) to denote whether the
index is of z′ij or that of ξ(z′ij ) is termed as the reverse
hairpin Fibonacci reduced representation of the integer n,
denoted by RHFR(n).

Example III.6. RHFR(3) = (1)(0)1, RHFR(4) =
0(1)(1)(0)1

Note: SAFR(n) is the reversal of RAFR(n), SPFR(n)
is the reversal of RPFR(n) and SHFR(n) is the reversal
of RHFR(n).

Theorem III.1. Let SAFR(m) = i1i2 · · · iFb(m) and
SAFR(n) = j1j2 · · · jFb(n). Then the elements in gm,n are
indexed such that they are ordered pairs of the Cartesian
product {i1, i2, · · · iFb(m)} × {j1, j2, · · · jFb(n)}.

Proof: We know that gm,n is of the size(
Fb(m), F b(n)

)
. Therefore we expand gm,n vertical-

wise till the vertical index of every element turns to be
either 0, 1, (0) or (1). The concatenation of the vertical
indices thus results in the SAFR(n) = j1j2 · · · jFb(n),
where j′ks can be either 0, 1, (0) or (1).

Further when the horizontal-wise expansion is done till the
horizontal-index of every element turns to be either 0, 1, (0)
or (1), the concatenation of the horizontal-indices, from
top to bottom of any column results in the SAFR(m) =
i1i2 · · · iFb(m), where i′ks can be either 0, 1, (0) or (1).

(i.e.,) gm,n =
(
gi1,j1 gi1,j2 · · · gi1,jFb(n)

)
⊖ · · · ⊖(

giFb(m),j1 giFb(m),j2 · · · giFb(m),jFb(n)

)
, where every gik,jk

is either gik,jk or ξ(gik , gjk).
Hence, the indices of elements in gm,n are the ordered

pairs of the Cartesian product
{i1, i2, · · · iFb(m)} × {j1, j2, · · · jFb(n)}.
Note:

1) This result holds good for the standard palindromic,
standard hairpin, reverse alternating, reverse palin-
dromic and reverse hairpin Fibonacci arrays as well.

2) The Cartesian product of (a) and b is (a, b), a and (b)
is (a, b), (a) and (b) is a, b and a and b is a, b, where
a, b ∈ A.

Example III.7. The index of elements in g3,5 are indexed
such that they are the ordered pairs of the Cartesian product
{1, (0), 1}×{1, (0), 1, 1, (0), 1, (0), 1}, the index of elements
in w3,5 are indexed such that they are the ordered pairs of the
Cartesian product {1, 0, (1)}×{1, 0, (1), (1), (0), (1), (0), 1},
the index of elements in z3,5 are indexed such that they are
the ordered pairs of the Cartesian product {1, (0), (1)} ×
{1, (0), (1), (1), 0, (1), 0, 1}, the index of elements in g′3,5
are indexed such that they are the ordered pairs of the
Cartesian product {1, (0), 1}×{1, (0), 1, (0), 1, 1, (0), 1}, the
index of elements in w′

3,5 are indexed such that they are
the ordered pairs of the Cartesian product {(1), 0, 1} ×
{1, (0), (1), (0), (1), (1), 0, 1} and the index of elements in
z′3,5 are indexed such that they are the ordered pairs of the
Cartesian product {(1), (0), 1}×{1, 0, (1), 0, (1), (1), (0), 1}.

IV. DECOMPOSITION OF INVOLUTIVE FIBONACCI
ARRAYS

In this section we see few properties on decomposing or
breaking the involutive Fibonacci arrays into sub-arrays. In
view of this we now recall a result from the literature.

Lemma IV.1. [34] For ξ being a morphic involution over
A∗, let g0 = a1 and g1 = b1, where a1, b1 ∈ A. Then for
n ≥ 2,

gn =

{
snxy, if n is odd
snpq, if n is even

where s2 = s′2 = λ, x = ξ(a1), y = b1, p = ξ(b1) and
q = a1.

We now use the above result to prove the theorem below.

Theorem IV.1. Let {gr,s}r,s≥0 represent the sequence
of standard alternating Fibonacci Arrays over A =

{a1, b1, c1, d1}, with initial array
a1 b1
c1 d1

. For r, s ≥ 3,

gr,s =
(
D1 D2

)
⊖

(
D3 D4

)
with |D1|horizontal = |D2|horizontal and |D1|vertical = |D3|vertical,
such that

1) D1 is a 2D palindrome of size

(Fb(r)− 2)× (Fb(s)− 2)

2) D2 and D3 are arrays of sizes (Fb(r)− 2) × 2 and
2× (Fb(s)− 2) respectively.

3) D4 is an array of size 2× 2, such that
a) (d1 ξ(c1))⊖ (ξ(b1) a1), if r and s are even
b) (a1 ξ(b1))⊖ (ξ(c1) d1), if r and s are odd
c) (c1 ξ(d1))⊖(ξ(a1) b1), if r is even and s is odd
d) (b1 ξ(a1))⊖(ξ(d1) c1), if r is odd and s is even

Proof:
1) By Lemma III.1, every row (each column) of the

alternating Fibonacci array gr,s while written as a one
dimensional string is the alternating Fibonacci word gs
(or gr) respectively. And by Lemma IV.1 every rows
(and columns) will be having a palindromic prefix of
size (Fb(r)− 2) × (Fb(s)− 2) of gr,s and thus the
prefix array D1 is a palindrome of size (Fb(r)− 2)×
(Fb(s)− 2).

2) The sizes of D2 and D3 are obvious since
|D1| horizontal = |D2| horizontal and |D1| vertical =
|D3| vertical .

3) Consider the case when r and s are even. From Lemma
IV.1, the alternating Fibonacci reduced representation
of both r and s ends with (1) and 0. Therefore, the
members of the suffix of size 2 × 2 of gr,s have the
indices which seems to be the ordered pairs of the
Cartesian product {(1), 0} × {(1), 0}. Hence the suffix
is (d1 ξ(c1)⊖ (ξ(b1) a1).

Let us now recall a result from [34].

Lemma IV.2. [34] Let ξ be a morphic involution on A∗

and let g0 = a1 and g1 = b1. Then gn = xnyn such that
xn and yn are palindromes for all n ≥ 2, such that |xn| =
(Fb(n− 1)− 2) and |yn| = (Fb(n− 2) + 2).
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Theorem IV.2. For r, s ≥ 4, we have

gr,s = (D1 D2)⊖ (D3 D4)

where D1, D2, D3 and D4 are all palindromic sub-arrays
such that

1) size(D1) = (Fb(r − 1)− 2)× (Fb(s− 1)− 2)
2) size(D2) = (Fb(r − 1)− 2)× (Fb(s− 2) + 2)
3) size(D3) = (Fb(r − 2) + 2)× (Fb(s− 1)− 2)
4) size(D4) = (Fb(r − 2) + 2)× (Fb(s− 2) + 2)

This decomposition is unique.

Proof: We first prove the validation of decomposition
given in the statement and then prove the uniqueness. If
a1 ̸= b1 and c1 ̸= d1. Then by Lemma III.1, each row
of an alternating Fibonacci array, written as a 1D word
is an alternating Fibonacci word gs. By Lemma IV.2, ev-
ery gs can be written as product of two palindromes of
lengths Fb(s − 1) − 2 and Fb(s − 2) + 2. Thus, in an
alternating Fibonacci array gr,s, each row can be represented
as a vertical concatenation of two palindromes of sizes
1× (Fb(s− 1)− 2) and 1× (Fb(s− 2) + 2). Similarly we
can discuss when a1 ̸= c1 and b1 ̸= d1. Since every row
and every column is a 1D palindrome we say that the result
holds. To prove the uniqueness, if a1, b1, c1 and d1 are all
unique then its trivial. In all the other cases, at-least one row
or column will be a 1D alternating Fibonacci word and so
the representation will be unique.

Thus we have brought out two different ways of decom-
posing the involutive Fibonacci arrays.

Now we recall the following definitions from [40].

Definition IV.1. [40] “The domain of a picture p is the set
of coordinates

dom(p) = {1, 2, · · · , |p|horizontal} × {1, 2, · · · , |p|vertical}

where |p|horizontal and |p|vertical represents the number of
rows and columns in p.

We denote by p(i, j) the symbol in p at (i, j) coordinate.
We need to note that the positions in dom(p) follow lexico-
graphic order. (i.e.,) (i, j) < (i0, j0) if either i < i0 or i = i0
and j < j0. ”

Definition IV.2. [40] “The subdomain of dom(p) is a set d
of the form

{i, i+ 1, · · · , i0} × {j, j + 1, · · · , j0}

where 1 ≤ i ≤ i0 ≤ |p|horizontal, 1 ≤ j ≤ j0 ≤ |p|vertical,
denoted usually as [(i, j), (i0, j0)].”

Definition IV.3. [40] “The subpicture of p associated to
the subdomain [(i, j), (i0, j0)] is the portion of p corre-
sponding to positions in the subdomain and is denoted by
p[(i, j), (i0, j0)].”

Example IV.1. Let A = {a1, b1, c1, d1}. Then the picture

p =

 a1 b1 a1 b1
b1 c1 c1 d1
d1 a1 b1 c1

 is over A, whose domain is

{1, 2, 3}×{1, 2, 3, 4}. One of the subdomains of this domain
is {2, 3}× {2, 3}, also denoted as [(2, 2), (3, 3)]. Subpicture

corresponding to [(2, 2), (3, 3)] is
(

c1 c1
a1 b1

)

Definition IV.4. [40] “ Tiling star of X , denoted by X∗∗,
is the set of pictures p, whose domain can be partitioned
into disjoint subdomains {d1, d2, · · · , dm}, such that, for any
c = 1, 2, · · ·m, the subpicture p(c) of p corresponding to the
subdomain dc ∈ X .”

Example IV.2. Let

X =

{(
a1 b1

)
,
(
c1 d1

)
,

(
a1
c1

)
,

(
b1
d1

)
,

(
a1 a1

)
,

(
a1 a1
c1 c1

)}

Let us consider a picture p =

(
a1 b1
c1 d1

)
over

A = {a1, b1, c1, d1} and let the disjoint subdomains of p be
d1 = [(1, 1), (1, 2)] and d2 = [(2, 1), (2, 2)]. Then p(1) of p
is p(1) =

(
a1 b1

)
and p(2) of p is p(2) =

(
c1 d1

)
∈

X . Hence the picture p ∈ X∗∗.

Definition IV.5. [40] “Language X∗∗ is called the set of all
tilings by X .

If p ∈ X∗∗, then partition d = {d1, d2, · · · , dm} of
dom(p) together with {p1, p2, · · · , pm} is called tiling de-
composition of p in X .
X ⊂ A∗∗ is said to be a Two-Dimensional code if any

p ∈ A∗∗ has atmost one tiling decomposition in X .”

Example IV.3. X =

{(
p q

)
,

(
p
q

)
,

(
p p
p p

)}
is a

code as all the pictures made out of them can be decomposed
in exactly one way or not.

Example IV.4. X =

{(
p q

)
,
(
q p

)
,

(
p
p

)}
is

not a code since the picture
(

p q p
p q p

)
can be decom-

posed in X in two different ways as

Now we prove that the language of square involutive
Fibonacci arrays is a 2D code.

Theorem IV.3. Let {gm,n}m,n≥0 be the sequence of alter-
nating Fibonacci arrays defined on the morphic involution
ξ over A∗∗, where A = {a1, b1, c1, d1}. If none of these
letters a1, b1, c1 or d1 are identical, then the language
L = {gn,n : n ≥ 0} is a two-dimensional code.

Proof: We prove this by the method of contradiction by
assuming that L is not a code. This implies that there exist a
word w ∈ A++ such that it has two distinct decomposition
in L, say d1 and d2.

Let us take the bottom right blocks of d1 and d2, say
gr1,r1 and gr2,r2 , respectively, such that r1 ̸= r2. Assume that
r1 ≤ r2. Since both gr1,r1 and gr2,r2 are square arrays and
r1 ≤ r2, gr1,r1 must be a suffix of gr2,r2 . Assume that r2 is
odd. Then by Theorem IV.1, suffix of gr2,r2 is (a1 ξ(b1))⊖
(ξ(c1) d1). But we have gr1,r1 to be a suffix of gr2,r2 and
so suffix of gr1,r1 is also (a1 ξ(b1)) ⊖ (ξ(c1) d1) and
thus we have r1 also to be odd.
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Case (i): If r1 is the immediate odd predecessor of r2,
then r2 = r1 +2 and there exists a r3 such that r3 = r1 +1
and r3 = r2 − 1. Then we have Fb(r2) = Fb(r1) +Fb(r3).

Since r1 and r2 are odd, the SAFR(r1) and SAFR(r2)
ends with (0)1. Therefore the last columns of gr1,r1 and
gr2,r2 has ξ(b1) and d1.

Since r3 is even, the SAFR(r3) ends with (1)0 and then
we find that the members in the last column of gr2,r2 which
lies above the last column of gr1,r1 should consist of ξ(c1)
and a1, which is a contradiction.

Case (ii): If r2 ≥ r1 + 2, then gr1,r1 is a 2D suffix of
gr2−2,r2−2. To arrive at contradiction, we can utilise the same
logic as in Case(i).

From both the cases we conclude that r1 = r2. In the
same way we can argue for all the blocks of d1 and d2 and
hence conclude that d1 = d2. The case when r1 is even can
be studied similarly.

Thus, w has a unique decomposition in L and therefore L
is a 2D code.

Corollary IV.1. The languages L = {wn,n : n ≥ 0} and
L = {zn,n : n ≥ 0} are also two-dimensional codes. This
can be proved just as Theorem IV.3.

V. PRIMITIVITY AND NON-RECOGNIZABILITY IN
INVOLUTIVE FIBONACCI ARRAYS

In this section we study the primitive nature of the involu-
tive Fibonacci arrays and we establish that the languages of
involutive Fibonacci arrays are not tiling recognizable. First,
let us recall a theorem from the literature.

Theorem V.1. [32] The set of Fibonacci arrays fm,n for
m,n ≥ 2 is 2D primitive except if a1 = c1 & b1 = d1 and
a1 = b1 & c1 = d1. And if b1 ̸= d1 & c1 ̸= d1, then the initial
arrays f0,0, f0,1, f1,0 & f1,1 and f1,n for n ≥ 2 & fm,1 for
m ≥ 2 are also 2D primitive arrays.

Now we prove a similar result for the standard palindromic
Fibonacci arrays.

Theorem V.2. The set of standard palindromic Fibonacci
arrays wm,n, for m,n ≥ 2, where wm,n is defined over

morphic involution ξ on A∗∗ with initial array
a1 b1
c1 d1

,

where a ̸= b, c ̸= d and a ̸= c, b ̸= d is 2D primitive.

Proof: We prove this by classifying the morphic involu-
tion on which wm,n are defined as identity and non-identity.
Case (i): When ξ is identity
In this case the palindromic Fibonacci array wm,n turns
out to be a standard Fibonacci array fm,n. In that case by
Theorem V.1 the result holds.
Case (ii): When ξ is non-identity
Assume the contrary that the set of wm,n is non-primitive.
This implies that wm,n can be written as wm,n = (ar1 )r2⊖,
with atleast one of r1 or r2 is strictly greater than 1.

Without loss of generality, assume that r1 > 1 and r2 = 1.
This implies that wm,n = ar1 for some a ∈ A∗∗. This
means that for every i, 1 ≤ i ≤ Fb(m), the ith row of a, say
a(i), will yield the ith row of wm,n, say w

(i)
m,n, as w

(i)
m,n =

(a(i))r1 . This leads to a contradiction as we assume that
ξ is a non-identity morphic involution and hence atleast one

of the rows of wm,n will not be 1D primitive. Therefore we
conclude that wm,n is 2D primitive.

The below theorems can be proved in a similar way.

Theorem V.3. The set of standard alternating Fibonacci
arrays gm,n, for m,n ≥ 2, where gm,n is defined over

morphic involution ξ on A∗∗ with initial array
a1 b1
c1 d1

,

where a1 ̸= b1, c1 ̸= d1 and a1 ̸= c1, b1 ̸= d1 is 2D
primitive.

Theorem V.4. The set of standard hairpin Fibonacci arrays
zm,n, for m,n ≥ 2, where zm,n is defined over morphic

involution ξ on A∗∗ with initial array
a1 b1
c1 d1

, where a1 ̸=
b1, c1 ̸= d1 and a1 ̸= c1, b1 ̸= d1 is 2D primitive

Theorem V.5. The set of reverse alternating Fibonacci
arrays g′m,n, for m,n ≥ 2, where g′m,n is defined over

morphic involution ξ on A∗∗ with initial array
a1 b1
c1 d1

,

where a1 ̸= b1, c1 ̸= d1 and a1 ̸= c1, b1 ̸= d1 is 2D
primitive.

Theorem V.6. The set of reverse palindromic Fibonacci
arrays w′

m,n, for m,n ≥ 2, where w′
m,n is defined over

morphic involution ξ on A∗∗ with initial array
a1 b1
c1 d1

,

where a ̸= b, c ̸= d and a ̸= c, b ̸= d is 2D primitive.

Theorem V.7. The set of reverse hairpin Fibonacci arrays
z′m,n, for m,n ≥ 2, where z′m,n is defined over morphic

involution ξ on A∗∗ with initial array
a1 b1
c1 d1

, where a1 ̸=
b1, c1 ̸= d1 and a1 ̸= c1, b1 ̸= d1 is 2D primitive

Thus we find that 2D Involutive Fibonacci arrays are
primitive under certain conditions.

Now let us recall few definitions from [2]:
Let A and B be finite alphabets. For an array a = [ai,j ] ∈

A∗∗ of order m× n, the projection by mapping π : A → B
of a is an array a′ = [a′i,j ] ∈ A∗∗ such that a′i,j = π(ai,j),
for all 1 ≤ i ≤ m, 1 ≤ j ≤ n. Similarly, the projection by
mapping π of a two-dimensional language L is the language
L′ = {a′ : a′ = π(a),∀a ∈ L} ⊆ A∗∗. A tiling system τ
is a quadruple τ = (B,A,Θ, π), where A and B are two
finite alphabets, Θ is a finite set of tiles over the alphabet
A∪{#} and π : A → B is a projection. A language L′ ⊆ B
is said to be recognizable if there exists a tiling system τ =
(B,A,Θ, π) such that L′ = L′(τ).

In [32], Kulkarni et al. proved that the language of
Fibonacci arrays is not a tiling recognizable two-dimensional
language. Similarly, we find that the languages of standard
and reverse alternating Fibonacci arrays, standard and re-
verse palindromic Fibonacci arrays and standard and reverse
hairpin Fibonacci arrays are also not tiling recognizable
language. Hence we state this as a result in Theorem V.8.

Theorem V.8. The languages L1 = {gr,s : r, s ≥ 2},
L2 = {wr,s : r, s ≥ 2}, L3 = {zr,s : r, s ≥ 2}, L4 =
{g′r,s : r, s ≥ 2}, L5 = {w′

r,s : r, s ≥ 2} and L6 =
{z′r,s : r, s ≥ 2} are not tiling recognizable two-dimensional
languages.
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VI. CONCLUSION

This paper establishes some of the combinatorial prop-
erties of the involutive Fibonacci arrays such as indexing,
decomposition into palindromic sub-arrays, primitivity and
non-recognizability. We have also proved that the language
of the Involutive square Fibonacci arrays is a code. Further
topics of research includes writing algorithms for checking
arrays to be involutive or not, and so on.
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