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Abstract—Network function virtualization can increase the
versatility of computing and network platforms, enabling them
to provide more flexible services. In terms of a software-
defined network and network function virtualization environ-
ment, this paper explores the joint virtual network function
(VNF) deployment and traffic routing in multisource multicast
for VNF service chain deployment to minimize the deploy-
ment overhead, transmission delay. Firstly, a multi-objective
optimization model, which minimizes the deployment overhead
and transmission delay, is established to tackle this challenge
problem. Then, a highly efficient coding scheme, crossover, and
mutation operators are designed. Based on these, an improved
genetic algorithm in multi-objective evolutionary algorithm
based on decomposition (MOEA/D) framework (GA-MOEA/D)
is proposed to solve this multi-objective problem. Finally,
simulation experiments are conducted using two widely used
network topologies in order to demonstrate the performance
of the proposed algorithm. The simulation results demonstrate
that the proposed algorithm can obtain the smaller deployment
overhead, transmission delay, load degree and energy consump-
tion 5.2%-15.61%, 11.2%-26.4%, 8.3%-17.6% and 7.8%-14.4%
than that of the compared algorithm, respectively.

Index Terms—virtual network function, multi-objective, ge-
netic algorithm, multisource multicast

I. INTRODUCTION

N recent years, with the wide application of internet

technology, the appearance of network function virtu-
alization and a software-defined network, the management
and design of communication networks have undergone
fundamental changes [1], [2], [3]. By using NFV technology,
the network function software is deployed on a universal
server, replacing the intermediate box device in the tradi-
tional hardware network, decoupling the network function
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from the hardware device, thus reducing the deployment cost
and making the network scalable and flexible [4]. These
kinds of software-based network intermediary boxes, such
as a firewall, network address translation, intrusion detection
system, or router, are called virtual network functions [5],
[6]. With the support of SDN technology, network resources
can be allocated on demand and regulated flexibly [7], [8].
The request flows from the source node to the destination
node are processed by different network functions in a
certain sequence, thus forming a service function chain.
Flexibly embedding a VNF service chain has a great impact
on the network delay, construction cost, and operation and
maintenance overheads [9], [10].

Unicast is the communication between a source and a
destination, while multicast is the communication that trans-
mits the same data from the source to a set of destinations
[11], [12]. The demand for multicast services in network
technology is growing rapidly, such as online video con-
ferencing, media broadcasting, multiplayer games, distribut-
ed interactive simulation, and so on [13]. It is estimated
that 82% of consumers’ internet traffic will be attributed
to video streaming [14], which clearly shows the trend
shift from point-to-point (unicast) communication to point-
to-multipoint and multipoint-to-multipoint communication
(multicast). Until now, the VNF deployment and traffic rout-
ing of unicast services have been extensively studied [15],
and relatively little work has been done on the joint VNF
deployment and multicast routing of multicast services [16],
[17]. Compared with unicast communication, a multicast
communication mode can avoid the repeated transmission
of a unicast path, thus significantly reducing the bandwidth
utilization in the network.

Embedding a VNF service chain in multicast networks is
more challenging than that of a unicast VNF service chain
[18]. In multicast services, if only the VNF deployment and
routing policies in one-to-one unicast services are used, the
deployment and routing paths of the VNF will be repeated,
which will lead to high service costs. If the VNF service
chain embedding location is close to the source but far
from the destination, a large service function tree will be
constructed, resulting in a higher link cost [19], [20], [21].
If VNF instances are deployed on multiple NFV nodes, the
link configuration cost may be reduced, but the function
configuration cost will be increased. Therefore, link costs
and VNF deployment costs need to be balanced. Another
major challenge is how to embed multiple multicast requests
in the same grassroots network with limited node and link
resources in order to minimize the total cost. A minimum-
cost multicast service function tree (MCMSFT) algorithm
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is designed[22], this algorithm proposed a hierarchical path
segmentation technology, built a multicast VNF service chain
tree, and optimized the request resource allocation problem,
but it did not consider the specific order of the VNF service
chain. A steiner tree-based approach to minimize the cost
of the VNF deployment and routing is proposed [23]. In
[24], it studied NFV-enabled multicast technology in SDN to
maximize the network throughput. Assuming that the number
of servers in each request service chain was no more than a
constant, two approximate online algorithms were proposed.
In this algorithm, all VNFs were deployed in the same server
node, which may cause more link configuration costs. To
supported placing a VNF of the multicast tree on scattered
network nodes, the optimal service function tree in the
multicast task network and proposed a two-stage algorithm
(TSA) is designed with the goal of reducing the traffic
transmission cost[23]. In [25], Alhussein, et al., considered
single-service and multiservice scenarios and studied joint
multipath multicast routing and VNF placement with mini-
mal configuration cost and maximum total throughput as the
optimization objectives. A multiservice path based multicast
service chain VNF-PR model, which allowed partial paths
carrying the same data to be merged into one path even if the
service requests were different, is establised[26]. The optimal
embedding problem of an NFV-enabled multicast service
chain is described as a mixed binary linear program in[27],
and then adopted a continuous upper bound minimization
algorithm based on punishment to solve this problem in a
reasonable time.

As for the research on multisource multicast, the total
cost of all allocated VNFs and all multicast trees in the
forest is minimized to cover the forest with services[28]. An
approximate algorithm was designed to solve this problem,
but this method only considered placing one VNF for each
NFV node. In [29], this paper designed a heuristic algorithm
for the construction of a multisource multicast tree. Although
the limitation of bandwidth and delay was considered, the
algorithm aimed to find a common link for all destination
users and embed the service function chain. However, in a
large network, due to the link cost between destinations, this
method could not guarantee the optimal cost. A NFV mul-
tisource multicast resource optimization model is proposed
in [30]. The decomposition model was used to decompose it
into a main problem and several pricing problems to optimize
the problem, but the optimization goal was only to maximize
the request acceptance rate, and the cost optimization prob-
lem was not taken into account. To summarize, most of the
current research work has aimed to restrict all destinations
to share the same VNF service chain, which resulted in low
efficiency and a high link cost when the destinations were
geographically dispersed. Routing costs are increased if all
types of network function instances are deployed in one NFV
node. An effective solution is to replicate or deploy function
instances in multiple NFV nodes to reduce the link costs due
to flexible routing. In the NFV of multicast, there is little
research on multisource multicast (multipoint-to-multipoint)
communication. The objective of this paper is to embed a
VNF service chain in the multicast network and minimize the
overall node and link resource consumption cost under the
constraint of the multicast request delay. How to reduce net-
work resource consumption and load pressure while ensuring

the corresponding services for users. an NFV architecture
for SFC deployment is introduced [31], and illustrate the
VNF service chain orchestration process which is based
on SRv6 in multi-domain scenario. Then, we propose an
effective SFC dynamic orchestration algorithm. A practical
byzantine fault-tolerant consensus mechanism based on rep-
utation value is proposed to save consensus cost and improve
consensus efficiency. Combined with Al technology, the in-
depth reinforcement learning is introduced into the business
function chain choreography, and the business function chain
choreography algorithm based on asynchronous advantage
actor-critic is designed to optimize the choreography cost
[32]. The multi-criteria heuristic (MCH) is used to arrange
and route the online VNF. In the offline process, the meta-
heuristics based on genetic algorithm (GA) is used to learn
the super parameters of the online MCH model to minimize
the total power consumption of the NFV infrastructure.
The optimization process using genetic algorithm is only
performed once before the main operation of NFV [33].
This paper studies the optimization of multisource multi-
cast resources for multiple service requests. Firstly, in view of
the VNF deployment rules, transmission resource constraints,
and timely delay, joint multicast VNF deployment and rout-
ing problems are described and defined mathematically, and
a multi-objective optimization model is established. Then,
a highly efficient coding scheme, crossing, and mutation
operators are designed. Based on these, an improved genetic
algorithm in MOEA/D framework is proposed to solve this
multi-objective model. Finally, simulation experiments are
conducted in two widely used network topologies in order
to demonstrate the performance of the proposed algorithm.

Movitation: In this paper, we propose a new solution

for multisource multicast VNF service chain deployment
problem. There are more and more researches focus on
multisource multicast VNF service chain deployment prob-
lem. In them, most of them established an integer linear
programming model to minimize a single goal. However,
network service providers may not only optimize a certain
goal, but optimize multiple goals, so that multiple indicators
of the network can reach the optimal when making decisions.
So, single global optimization model is not appropriate. Thus,
we establish a multi-objective optimization model for the
multisource multicast VNF service chain deployment prob-
lem to meet multiple needs of decision makers. Moreover,
how to solve the optimization model efficiently is also a hard
work. Thus, we propose a multi-objective genetic algorithm
to solve the established model.

Contributions: In summary, the innovation of our works

are summarized as follows:

o A detailed analysis on multisource multicast VNF ser-
vice chain deployment problem is given. To determine
theoptimal VNF service chain strategy, a multi-objective
optimization model for the multisource multicast VNF
service chain deployment problem is established.

o A highly efficient coding scheme, crossing, and mu-
tation operators are designed. Based on these, an im-
proved genetic algorithm in MOEA/D framework is
proposed to solve this multi-objective model.

o For the sake of demonstrating the performance of the
proposed algorithm, simulation experiments are con-
ducted by using two widely used network topologies.

Volume 51, Issue 6, June 2024, Pages 562-571



TAENG International Journal of Computer Science

II. NETWORK DESTINATION AND MATHEMATICAL
MODELING

A. Network Model

1) Physical Network: In this paper, a software-defined
physical base network is represented as an undirected graph
G = (V,L), where V indicates the set of network nodes.
V = VsUVaUVin UV, where V; represents the set of
source nodes, used to send traffic. V; indicates the destination
node set. V,,, represents a set of nodes connected to the
computing servers. These server nodes serve as NFV nodes
and can deploy various network functions. The total capacity
of the computing resources on node u is expressed as C,.
V., represents the set of common switch nodes. The switch
is only used for copying or forwarding traffic, so its node
capacity is 0. The other parameter symbols in the physical
network are shown in Table 1.

TABLE I
THE PARAMETER SYMBOLS IN THE PHYSICAL NETWORK.

Symbols  Description
14 The set of nodes
L The set of links
Vs The set of source nodes
Va The set of destination nodes
Vi The set of nodes connected to the computing servers
Vw The set of common switch nodes
Ny The set of adjacent nodes of node u
luv The link from node u to node v, Vi, € L
Cu The total capacity of the computing resources on node u
Buy,v The total bandwidth on link Iy,
Tu,v The time delay of the link [, v

2) VNF Service Chain: We assume an all VNF F' type
collection, where Vf; € I is defined as a specific VNF, we
choose a few f; from an F' connection in a particular order,
and the VNF service chain can form a service chain, namely,
the VNF service chain f., = (fi, f2,-- , fix|). Fig. 1 shows
a multicast service chain sample, where data packets from
the source node arrive at the destination node in turn after the
service chain. In this multicast VNF service chain, it has two
destination mode, Node 1 and node 2. Three VNF (VNF1,
VNF2 and VNF3) should be deployment. In addition, that
three VNF has a special queue. It is assumed that each V;,
supports all types of VNFs in F' and can run multiple VNFs.
The k-th multicast VNF service chain r; € R is represented
as i = {sk,dk, fep,tr}, and the other parameter symbols
are shown in Table 1.

Destination Node 1

Source Node VNF: VNF3

VNF,

Destination Node 2

Fig. 1. The multicast VNF service chain.

3) Description of the Variables: In the k-th multicast VNF
service chain 7y, if the data flow to the destination node,

d € dy, has passed the link [, , in the path from VNF f; to

VNF fj4+1, and 5’};17” 1; otherwise, g’; du , = 0. For the

k-th multicast VNF service chain ry, x’; uwp = 1 denotes

that the link [, ,, is on the path from VNF fj to VNF f; 1

TABLE 11
THE PARAMETER SYMBOLS IN THE VNF SERVICE CHAIN.

Symbols  Description
F The set of all types of VNFs
R The set of all multicast VNF service chains
T The k-th multicast VNF service chain
fen The VNF in 7y
et The VNF is added to the source and destination of 7,
Sk The source node of the ry, Vs € Vs
dp, The destination node of the r, Vd € Vy
Of The computing resources required when a new fj is deployed
Froou The deployment cost required to deploy fx on node u
tr The time delay requirement of 7,
b The traffic size of 7y
ok The delay between the destination of ry,

in the multicast service function; otherwise, X’}j’um = 0. For
the k-th multicast VNF service chain 7, the destination node
d € dj, VNF instance f; is newly deployed on server node
u, and Hk d ,=1; otherwise, it is 0. Similarly, if VNF f; in the
VNF serv1ce chain set R is newly deployed on NFV node
u, /\fj}u = 1, otherwise, it is 0.

B. Multi-objective Optimization Model

Aiming at the optimization of multisource multicast re-
sources for multiple service requests, this paper designs
a multisource multicast multi-objective optimization model,
which comprehensively considers the node resources, the link
resources, the routing traffic relationship, and the multicast
delay requirements in the network and finds the optimal
embedding position of the service function chain. The first
goal is to minimize the deployment overhead in the network,
and this objective is described as:

Z ZAL,uafj,u . 1)

u€Vim fi€F

Since g, € {0,1}, we have }° oy D¢ cp Afyulfu <
>_uev,, 2-f;er Of;,u- We can normalize this objective as

Z Z /\fj7u6fj~,u

u€Vy, fi€F

2. X Ofu

uEVm fi€F

min

2

min f; = min

Thus, we have 0 < f; < 1. Another objective is to minimize
the transmission delay, and this objective is described as:

ng > Y Y Y () @

ry€ERu,veEV dedy, fJchk

Similarly, we can also normalize this objective as

PRI DD DR LA
. rr€Ru,wEV dedy fi€fe,, (4)
= min .
DI

rr€Ru,wEV dedy, fi€fe,

min fo

From the above analysis, 0 < f; < 1. To achieve these two
goals, some conditions should be satisfied as follows: (a) For
each NFV node, the available resources allocated to the VNF
should not exceed its node capacity; that is,

> Ap by, S CVuEV. (5)
fieF
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(b) The resource usage of each link should not exceed its
link capacity,

Z Z Z X, w0k < Cuw, Yu,0 €V (6)

rk€ERuVEV fi€fc,

(c) If fp is used as the network function of the source node
in f;k, other nodes except the source node cannot obtain the
service of fy. For each destination node d, only one source
node among multiple source nodes can obtain the service of
fo

> 000 =1, € R.d € dy. (7)

UESK

(d) For each VNF f;, it only can be deployed on one NFV
node and cannot be shared by multiple NFV nodes,

0yl =1,V eR, € fond € dy. (8)
ueVp,

(e) The multicast VNF service chain on the network
must comply with traffic conservation. That is, the outgoing
traffic of each node is equal to the incoming traffic, and the
multicast VNF service chain requirements must be ensured,

k,d k,d

fiuv fivu
VEN,,

fiv1w
VEN,

©)
(f) The traffic of the multicast VNF service chain also
needs to meet constraints. For destination node d € dj, if

kd k _
gfjﬂhv = 1, then ij«,u,U =1,

k.d

€t

< X.’}W,U,Vm €R, fj € fc/k,d € d. (10)

(g) We need to ensure that each multicast VNF service
chain meets the end-to-end delay constraints,

o e <t VdEdy,rp € R (11)

u,veV

(h) The delay between all destinations in each multicast
VNF service chain should not exceed 7,

k,dm
fj,u,UT“ﬂJ -
u,veV

k,dn
firuw

Tu,v < 7rk7Vdm;dn € dk
u,veV
12)

III. PROPOSED GENETIC ALGORITHM
A. Algorithm Description

In this paper, a 0 — 1 matrix coding method was adopted,
which treated the whole matrix as the individual genetic
offspring, to ensure the integrity of the individual genes of
the offspring. Based on this, the matrix was taken as an
individual for genetic calculation. The number of rows in
the matrix (represented by m) was equal to the sum of the
number of VNFs required in the multicast VNF service chain
to be migrated, and the number of columns in the matrix
(represented by n) was equal to the number of nodes in the
underlying physical network. The number of individuals in
the k generation population of the offspring was IV, and each
individual was also called a matrix chromosome, which is
a matrix of order m x n. Then, Qp = {41, As, -, An}
represented the population, where A}, = (aij)mxn repre-
sented the 7-th individual in the k-generation population,

kd  pkd ’
= 9f37u79 Vry € R, fj € fe,-

and each element in the individual a;; was the gene element
of matrix chromosome. a;; needed to satisfy the following
two constraints, Z?zl ai; 1,7 € {1,2,---,m} and
aj; € {0,1},i € {1,2,--- ,m},j € {1,2,--- ,n}, and the
relevant operations on the chromosomes are described as
follows:

(1) Population initialization. In this algorithm, the initial
population contained N chromosomes, where N was con-
stant and dependent on the size of the problem. In this paper,
uniform design is adopted to generate uniformly distributed
starting search points. The starting search points can be
evenly distributed in the solution space to improve the search
ability.

(2) Selection. The elite retention strategy based on the tra-
ditional roulette choice method was used. The elite retention
strategy can make the population converge to the optimal
solution of the solved optimization problem.

(3) Crossover. Multiline matrix hybridization was adopted.
According to the hybridization probability P.(0 < P. < 1),
the line gene elements in the corresponding positions of two
matrix chromosomes were exchanged. The exchanged lines
were random. For the crossover operator of two chromo-
somes Aj and Aj, in population Qk, the initialization was
carried out first: A} = (af;)mn, Ay = (] ;)mn- If the
second row exchange is taken as an example, then the matrix
chromosome after the crossover operation was:

ary a122 at,
i i i
, azy a2 Aop,
Al =
k= :
A1 am22 T Gy
J J J
ai;  ap aip,
J J J
. Qa a Q
W 21 02 2n
kT : :
J J j
U1 Op2 Tmn

(4) Mutation. This paper adopted the adaptive value ac-
cording to the fitness change, and the formula was as follows:

m

Fitmaz—Fitmin ’ ; S (13)
P, fit(AL) > fit

This calculation of mutation probability ensured that in-
dividuals with a low fitness had a greater probability of
mutation, thus increasing the possibility of transforming
individuals into individuals with high fitness. For matrix-
encoded chromosomes with constraints, the mutation opera-
tion was carried out on each row. In the mutation operation,
gene elements of a certain row or some rows in a matrix
chromosome were changed according to probability P , and
the choice of the changed rows was random, but the condition
had to meet the constraints of the problem itself.

(5) Selection. Selecting the right individuals to enter the
next generation is conducive to obtaining the frontier with
good convergence, diversity and uniformity, and providing
better choices for decision makers. This article uses the
following steps to select individuals. This chapter defines a
measure of the merits and demerits. The calculation method
is as follows:

¢i = agen(l - Xi) + (1 - Ofgen)'yzﬁ (14)
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where x; and ~; the constraint violation degree and domina-
tion degree of the i-th solution respectively. The degree of
constraint violation is the proportion of constraint violation
of the solution. The smaller the degree of constraint violation,
the better. When the degree of constraint violation is O,
the solution is a feasible solution. Dominance refers to the
proportion of the number of other solutions dominated by
this solution in all solutions. The higher the proportion, the
higher the dominance degree and the better the solution.
(ugen Tepresents the weight of regulation constraint violation
degree and dominance degree, which is calculated as follows:
After the operations of crossover and mutation, many new
individuals were obtained, but these individuals may not be
feasible solutions to the original problem. Therefore, it was
necessary to add feasibility tests after genetic manipulation
to ensure that each newly generated individual was within the
range of the feasible solutions to the original problem. Each
chromosome corresponded to the VNFs’ deployment and
instantiation, respectively, from which the value of the target
variable z}, could be determined. At this point, we judged
whether the constraint of node deployment in the model
was established. Under the condition that the constraint
was established, the value of another target variable o was
obtained according to the VNFs’ mapping scheme combined
with the path selection algorithm. In this way, we could
judge whether the constraints of the link mapping in the
model were satisfied. When these constraints were satisfied,
we obtained the feasible solution of the problem.

1, w<0.5
e={) 1
Gmaz’

else

where g represents the current algebra, G4, represents the
maximum algebra of the algorithm iteration, and B represents
the proportion of feasible solutions in all solutions, that is,
when the proportion of feasible solutions is less than half,
the metric index of feasible solutions is 1. This formula
shows that in the initial iteration, more attention is paid to the
degree of constraint violation, that is, the feasible solution
is selected as far as possible. As the iteration progresses,
more and more feasible solutions are generated, so the non-
dominant solution should be selected and the solution with
higher dominance should be selected.

; 5)

B. Fitness Calculation

If the fitness function corresponding to a chromosome has
a large value, it indicates that the chromosome is close to
the optimal solution, and it is more likely to be selected
to generate the next generation population. In this case, the
average fitness of the population and the optimal fitness of
the individual can be improved generation by generation
to solve the optimization problem. Each network function
deployment relationship can be encoded to obtain the cor-
responding chromosome individual. Conversely, a network
function deployment can be obtained by decoding each
individual chromosome. Therefore, for a given chromosome,
the original problem can be reduced to a link mapping
problem. Through the path selection of the problem, the
fitness of the chromosome and the corresponding optimal
link mapping scheme can be obtained. For the minimization
problem in this paper, the following fitness function was
adopted:

fiti(z) =1 — fi(=),

where f;(xz) was the i-th optimization objective function
in the system model. Since we had 0 < f;(x) < 1, and
both objectives of the multi-objective optimization model
were minimization problems, we defined the objective as
fit;(x) = 1— f;(x). The greater the fitness value, the better
the individual.

(16)

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. Parameter Setting

This experiment was run on a Windows PC with Intel(R)
Core(TM) 17 6400-CPU 3.4Ghz and 128Gb memory. Two
widely used network topographies are used, i.e., CHNNET
and ARPANET, respectively. CHNNET is China’s public
Internet network based on Internet network technology op-
erated and managed by China Telecom, and is the backbone
of China’s Internet network. It has 15 nodes and 27 links.
ARPANET belongs to the second generation network, which
is a computer network centered on communication subnet.
It is a new network resource exchange mode after the first
generation network. It includes 20 nodes and 32 links. The
effects of the number of multicast requests, the number of
destination nodes, the length of the VNF service chain (the
number of VNFs), and the number of source nodes on the
total cost, link utilization, and total delay were evaluated.
Under the same parameters, the average results of all indexes
were obtained through 10 rounds of training. The other
parameters were set as follows: we assumed that the total
resource capacity of each node was 3000Mbps, the link
capacity was set as the random distribution of [1000, 2000]
Mbps, the unit cost of a link and node resources was 1, and
the resource required for deploying one VNF was 100Mbps.
We assumed that each server node in the network service
supported multiple instances of VNF and supported all types
of VNFs. Set F contained seven types of VNF, each of which
had a deployment cost of {10, 20, 30,40, 30,20,10}. The
sequence of each VNF service chain and the number of VNFs
were randomly generated, and all source and destination
nodes were randomly generated. The size of each stream
followed the normal distribution with the mean value of 20
and the standard deviation of 4. The time delay of each edge
was randomly selected from [15, 50]. The total time delay
demand of each multicast request met the normal distribution
with the mean value of 400 and the standard deviation of 8.
Population size and maximum number of iterations are select
as 100 and 10000 x Ny nr—_sc, where Ny yp_sc denotes
the number of VNF service chains. Crossover and mutation
probability are selected 0.75 and 0.08, respectively.

B. Experimental Results and Analysis

There is no revealed algorithm to tackle the problem
of multi-objective model for multisource multicast VNF
service chain deployment. Thus, some relevant algorithm
should be selected to show the performance of the proposed
algorithm. Three benchmark algorithms have been compared
with proposed algorithm to show the performance of the
proposed algorithm. We chose a relatively simple network
topology and simulated the performance of the FFD [34],
CCFGE [35], and ILP-PSO [36] algorithms.
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The first, FFD is an overlay network architecture to
augment enhanced multimedia broadcast multimedia ser-
vice (eMBMS) to address the limitations of the standard
eMBMS architecture and enable service-less multicast for
crowd source live video providers. A virtual network function
(VNF) service that identifies potential multicast scenarios
based on user requests for a live video within a confined area.
The VNF Application Server collects information, validates a
potential multicast scenario, and initiates an ad-hoc multicast
service on the fly. The second, CCFGE considers the problem
of provisioning multi-source multicast services where each
service consists of a set of in-network virtual functions that
must be chained in a particular order to meet the quality of
service demanded by end users. It deal with a reliable service
where reliability is attained by provisioning backup functions
for the service. The third, the integer encoding scheme is
problem-specific and offers a natural way to represent VNF-P
solutions, and the proposed wolf position update mechanism
divides the wolf pack into two groups in each iteration, where
one group performs exploitation while the other focuses on
global exploration. It provides the search with a balanced
local exploitation and global exploration during evolution.

To demonstrate the performance of the proposed algorith-
m, four indicators are used. Since the two objectives are
deployment overhead and transmission delay, so deployment
overhead and transmission delay are selected as two indi-
cators. In addition, energy consumption and load balance
are two very important indicators of the network parameters.
Thus, energy consumption and load balance are both used
as the indicators to show the performance of the proposed
algorithm.

The number of data center nodes was fixed Np = Ny /4,
Np = 2Ny/ and Np = 3Ny /4. In each experiment, the
number of VNF-SCs was set as Ngp = pNy (Ny — 1), and
p = 0.25, 0.5, 1, 2, and 4, respectively. Figures 2 through 4
show ND = Nv/4, ND = 2Nv/ and ND = 3Nv/4

Fig. 2 to Fig. 4 show the deployment overhead obtained
by GA-MOEA/D algorithm proposed in this chapter and
three comparison algorithms in the two networks. Fig. 2
shows the deployment overhead between the two networks
when Np = Ny /4. It can be seen from the experimental
results that under the condition of the same number of VNF
service chains, the deployment overhead by GA-MOEA/D
algorithm is smaller than that obtained by the comparison
algorithm. Similarly, when Np = Ny /4 and Np = 3Ny /4,
the deployment overhead obtained is shown in Fig. 3 and Fig.
4 respectively. It can be seen from the experimental results
that GA-MOEA/D achieves a lower average delay than
the comparison algorithm under the same number of VNF
service chains. In each simulation diagram, the deployment
overhead increases with the increase of the number of VNF
service chains. When Np = Ny /2 and the number of VNF
service chains is Ng = 0.25Ny (Ny — 1), the average delay
obtained by GA-MOEA/D is 3.5% less than the deployment
overhead obtained by the comparison algorithm. When the
number of VNF service chains is Ng = 4Ny (Ny — 1), the
average delay obtained by GA-MOEA/D is 8.5% less than
that obtained by the comparison algorithm.

Fig. 5 to Fig. 7 show the average time delay obtained
by GA-MOEA/D algorithm proposed in this chapter and
three comparison algorithms in the two networks. Fig. 5
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shows the average latency between the two networks when
Np = Ny /4. It can be seen from the experimental results
that, under the condition of the same number of VNF
service chains, the average delay obtained by GA-MOEA/D
algorithm is smaller than that obtained by the comparison
algorithm. Similarly, when Np = Ny /4 and Np = 3Ny /4,
the average delay obtained is shown in Fig. 6 and Fig. 7
respectively. It can be seen from the experimental results
that GA-MOEA/D achieves a lower average delay than
the comparison algorithm under the same number of VNF
service chains. In each simulation diagram, the average delay
increases with the increase of the number of VNF service
chains. When Np = Ny /2 and the number of VNF service
chains is Np = 0.25 Ny (Ny —1), the average delay obtained
by GA-MOEA/D is 3.5% less than the total delay obtained
by the comparison algorithm. When the number of VNF
service chains is Ngp = 4Ny (Ny — 1), the average delay
obtained by GA-MOEA/D is 8.5% less than that obtained
by the comparison algorithm.

Fig. 8 to Fig. 10 show the experimental results of load
degree obtained by GA-MOEA/D, the algorithm proposed
in this chapter, and three comparison algorithms in two
networks. When Np = Ny /4 is shown in Fig. 8, load
balancing degree is obtained in two networks. It can be seen
from the experimental results that the load balancing degree
by GA-MOEA/D under the same number of VNF service
chains is greater than that of the three comparison algorithms.
Similarly, when Np = Ny /2 and Np = 3Ny /4, the load
balancing degree obtained is shown in Fig. 9 and Fig. 10. It
can be seen from the experimental results that GA-MOEA/D
gets greater load balancing degree than the comparison
algorithm when the number of functional service chains of
virtual network is the same. In each simulation diagram, the
load balancing degree increases with the decrease of the
number of VNF service chains. When Np = Ny /2, the
number of VNF service chains is Ng = 0.25Ny (Ny — 1),
the load balancing degree obtained by GA-MOEA/D is 4.6%
less than that obtained by the comparison algorithm. When
the number of VNF service chains is Ngp = 4Ny (Ny — 1),
the load balancing degree obtained by GA-MOEA/D is 8.9%
less than that obtained by the comparison algorithm.

Fig. 11 to Fig. 13 show the experimental results of energy
consumption obtained by GA-MOEA/D, the algorithm pro-
posed in this chapter, and three comparison algorithms in two
networks. When Np = Ny /4 is shown in Fig. 11, energy
consumption is obtained in two networks. It can be seen
from the experimental results that the energy consumption
obtained by GA-MOEA/D under the same number of VNF
service chains is less than that of the three comparison algo-
rithms. Similarly, when Np = Ny /2 and Np = 3Ny /4, the
energy consumption obtained is shown in Fig. 12 and Fig.
13. It can be seen from the experimental results that GA-
MOEA/D gets less energy consumption than the comparison
algorithm when the number of functional service chains of
virtual network is the same. In each simulation diagram,
the energy consumption increases with the increase of the
number of VNF service chains. When Np = Ny /2, the
number of VNF service chains is Ng = 0.25Ny (Ny — 1),
the energy consumption obtained by GA-MOEA/D is 3.5%
less than that obtained by the comparison algorithm. When
the number of VNF service chains is Ng = 4Ny (Ny — 1),
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the energy consumption obtained by GA-MOEA/D is 9.5%
less than that obtained by the comparison algorithm.

V. CONCLUSION AND FUTURE WORK

In this paper, a multi-objective optimization model was
established. It can provide decision-makers with more de-
cision schemes and a new way of thinking and modeling
for studying other problems, such as taxonomy of controller
placement problem, Self-organized design of virtual reality
simulator and so on. A high efficient algorithm based on
MOEA/D was proposed. It promotes the development of
intelligent algorithms and opens up new application scenarios
and fields.

In future research, we will intend to deepen our research
in the following aspects. First, a further improve the search
ability, high efficiency, scalability of GA-MOEA/D should
be considered so that it can simultaneously adapt to different
types of network topologies. In addition, how to successfully
apply the studied algorithm to the actual network is also the
focus of future research.
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