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Abstract—In recent years, emotion recognition based on EEG
signals has received significant attention and research interest.
EEG signals have the advantages of universality, spontaneity, and
difficulty in deception, making them capable of accurately
reflecting genuine emotional states. In this field, researchers have
conducted binary (high/low) and ternary (low/medium/high)
classification studies on the valence and arousal levels in the
DEAP dataset.However, in order to better identify deep and
intrinsic emotions, a clear definition of emotions becomes
particularly important. Therefore, this study refers to Russell's
Circumplex Model, which arranges emotions in a circular manner
based on their valence and arousal levels. The study proposes
placing emotion labels from the DEAP dataset within the
two-dimensional emotional space of the circumplex model.
Emotions are defined as four labels - Excited, Afraid, Sad, and
Relaxed - based on a linear distribution of valence and arousal
levels.Furthermore, a hybrid deep learning model combining
CNN and Transformer is proposed for multi-scale
spatial-temporal feature extraction. This model is employed for
the classification of the four emotions. Finally, the model achieves
an average accuracy of 91.26% on the four-class emotion
classification task.

Index Terms—EEG signals, Circumplex Model, CNN,
Transformer,Emotion Classification

I. INTRODUCTION
MOTION is a psychological state and response of

individuals to stimuli based on subjective experiences in a
particular context [1]. As a higher brain function, emotions
profoundly influence our learning, work, and daily lives,
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making emotion analysis crucial. In 1997, the concept of
Affective Computing (AC) was introduced by Professor Picard
from MIT, which expanded the scope of emotion research
beyond traditional fields by empowering computers with the
ability to classify human emotions, thereby promoting more
natural human-computer interaction [2][3].
E. Kroupi et al. conducted a classification study on three

emotions: sadness, joy, and neutrality, using Linear
Discriminant Analysis (LDA). The experimental results
showed that neutral emotions were more prone to
misclassification, while joy and sadness were relatively easier
to recognize accurately [4]. Muhammad Zubair et al. employed
Gaussian kernel support vector machines (SVM) for binary
classification of EEG-based emotions. They compared SVM
algorithms with different kernel functions and found that the
Gaussian kernel SVM performed the best in terms of
classification accuracy [5]. Additionally, Xie Qiao et al.
proposed a classification method based on the XGBoost model
and random forest model for EEG-based emotion recognition.
The experimental results showed that the average recognition
rates of this classification model reached 77.19% and 79.06%
for the arousal and valence dimensions, respectively. This
indicates that combining classifiers has advantages over using a
single classifier in emotion classification tasks [6].
With the development of deep learning techniques,

researchers have shifted their focus from machine learning to
deep learning and applied it to the field of EEG-based emotion
recognition, achieving significant progress.
In 2015, Zheng Weilong et al. divided the EEG signals into

five rhythms: δ、θ、α、β and γ, and then extracted the DE
features from different frequency bands. They conducted
classification research on three emotional states: positive,
neutral, and negative, using SVM and Deep Belief Networks
(DBN). The average classification accuracy of DBN was found
to be 86.08%, while SVM achieved an average accuracy of
83.99%. This indicates that DBN outperforms SVM in emotion
classification tasks [7].In 2016, N. Thammasan et al. used DBN
for classifying music-induced EEG emotions. They found that
DBN effectively improved the classification accuracy of FD,
PSD, and discrete wavelet features, with the highest accuracy
reaching 86%. This further confirmed the effectiveness of DBN
in emotion classification [8].In 2017, Li Jinpeng et al. extracted
DE features from a 62-channel EEG signal and mapped them
into an 8x9 feature map based on electrode placement. They
then expanded the feature map to 20x20 using sparsity. Finally,

ANeural Network for EEG Emotion Recognition
that Combines CNN and Transformer for

Multi-scale Spatial-temporal Feature Extraction
Zhangfang Hu, Haoze Wu, Lingxiao He

E

IAENG International Journal of Computer Science

Volume 51, Issue 8, August 2024, Pages 1094-1104

 
______________________________________________________________________________________ 



they built a 5-layer CNN network to classify the three
emotional states, achieving an average recognition rate of
88.2%. In the same year, Wen Zhiyuan et al. directly used the
raw EEG signals from 32 channels as inputs for CNN-based
emotion recognition. They rearranged the EEG channels based
on Pearson correlation coefficients and found that the highest
average recognition rate was achieved when using the
maximally adjacent arrangement. The average recognition rates
for the valence and arousal dimensions in binary classification
reached 77.98% and 72.98%, respectively [10].
In 2018, K. Yea-Hoon et al. utilized wavelet transform to

convert EEG signals into color maps with a resolution of
42×200, and then used CNN to accurately extract and classify
the features of EEG signals on these color maps. This
innovative method resulted in an average recognition rate of
73.4% for four emotional states, providing a new perspective
for emotion recognition research [11]. In 2020, Du X et al.
proposed a hybrid model (ATDD-LSTM) based on attention
mechanism and LSTM, which effectively characterized the
spatial features of functional relationships between EEG
signals at different electrodes and automatically selected
suitable EEG channels for emotion recognition [12]. In 2021,
An Y et al. introduced an emotion recognition model that
combined spatiotemporal convolutional networks, leveraging
CNN to extract spatial features and using LSTM to capture
temporal features, effectively improving the accuracy of
emotion recognition [13]. Also in the same year, Gao Z et al.
designed an emotion recognition model based on Multi-layer
Convolutional Neural Network (MNCNN) and differential
entropy, achieving a classification accuracy of 91.45% on the
SEED dataset [14]. In 2022, Li Yang et al. proposed a model
called Bidirectional Domain Adversarial Neural Network
(BiDANN), which enhanced the accuracy of emotion
classification by extracting asymmetrical features from the left
and right hemispheres of the brain [15].
In 2023, Yonghao Song et al. presented a compact

Convolutional Transformer (EEGC) aimed at encapsulating
local and global features within a unified EEG classification
framework. The EEGC is an efficient decoding method for
EEG data, combining the strengths of CNN and Transformer to
achieve significant performance improvements across different
EEG datasets, and visually demonstrating the model's ability to
represent global features [16].
Currently, most researchers have focused on binary or

ternary classification of EEG emotion signals, with limited
exploration of four-class emotion classification. Because the
training of quadruple classification requires a large number of
data samples [17], and the commonly used DEAP dataset only
provides labels such as valence and arousal, which are
insufficient for four-class emotion classification. Therefore,
this study redefined the four emotional labels (Excited, Afraid,
Sad, Relaxed) based on the valence and arousal labels in the
DEAP dataset, and increased the number of training samples
using a sliding window method, resulting in a training sample
size four times larger than the original dataset, facilitating
better deep learning tasks.
In the field of EEG emotion recognition, models are

transitioning from traditional machine learning to deep learning,
with CNN models making significant contributions [18]. While
CNNs have the advantage of capturing local receptive field
information, they often ignore global information and have
limited ability to extract temporal information, thus
constraining their performance. Therefore, this study designed
a hybrid module that combines CNN and Transformer to
leverage the advantages of perceiving global information, and
created a parallel network model capable of extracting
multi-scale resolution features to better perceive deeper
features of EEG signals. This integration successfully
improved the training efficiency and accuracy of the four-class
classification.
The main contributions of this paper are as follows:
1.The reconstruction of emotion labels in the DEAP dataset,

enabling it to be used for a four-class classification task.
2.The proposal of a multi-feature extraction module based on

Transformer, named C-T Block. This module effectively
combines CNN and Transformer, utilizing the advantages of
local perception from CNN and global perception from
Transformer, thereby extracting more feature information and
improving the accuracy and efficiency of emotion recognition.
3.The introduction of a network model for extracting deep

features to capture different depths of brainwave signals. The
incorporation of this model effectively enhances the spatial,
spectral, and temporal resolution of brainwave signals,
achieving satisfactory results.
The structure of the paper is as follows: The first part

introduces relevant research on EEG-based emotion
recognition. The second part describes the preparation for
experiments, including preprocessing the DEAP dataset and
calibrating emotion labels. The third part presents the proposed
methods for experiments, including the fusion module of CNN
and Transformer and a novel parallel network model. The
fourth part presents the experimental results and provides a
detailed analysis and comparison of the proposed deep learning
models on the DEAP dataset. The fifth part is the conclusion.

II. EXPERIMENT PREPARATION

A. DEAP data set
The DEAP database was developed in collaboration by

Queen Mary University of London, Trent University,
University of Geneva, and others, focusing on the study of
physiological signals for emotion analysis [19]. The database
collected EEG data from 32 participants, who were asked to
watch 40 music videos to elicit different emotions. The
research team meticulously recorded participants' physiological
changes, including peripheral physiological signals, EEG
signals, and facial expression data from 22 participants. The
data collection included a 3-second baseline recording during
video transitions and a 60-second experimental recording while
watching the videos. Participants provided subjective ratings
for valence, arousal, dominance, and liking based on the videos
they watched. The EEG signal acquisition followed the 10-20
system method recommended by the International Federation
of Clinical Neurophysiology [20], ensuring precise electrode
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placement, which provides strong support for related studies, as
shown in Figure 1.

Fig. 1. 10-20 System channel

In Figure 1, the combination of letters and numbers
represents different electrode positions for EEG channels. After
the experiments, the research team generated data files for each
of the 32 participants based on their respective ratings, enabling
further analysis and study. These data files not only provide
detailed records of various data during the experiment but also
serve as rich resources for subsequent research. To improve
data processing efficiency, the research team downsampled the
original data by reducing the sampling frequency from the
original high frequency to 128 Hz. This downsampling retains
the main characteristics of the data while reducing the
complexity of analysis. Table 1 provides a detailed description
of the DEAP dataset.

In Table 1, based on the duration of EEG signal collection
and the specific positions of electrodes, the data file for each
participant is presented as a specific data structure: a
40×40×8064 data matrix. This matrix details 8064 data points
generated on 40 channels by 40 different music videos,
providing a comprehensive reflection of the participants'
physiological responses while watching each video.
Additionally, each data file also includes a 40×4 label matrix.
This matrix records four rating metrics corresponding to each
video, namely valence, arousal, dominance, and liking scores.

These labels serve as the basis for researchers to evaluate
participants' emotional responses, enabling researchers to
understand the impact of different videos on participants'
emotions. Among the 40 channels, there are 32 EEG channels
and 8 other channels, including common signals like EOG and
ECG. In this experiment, only the data from the 32 EEG
channels were used in the study.Table 1 provides a detailed
description of the DEAP dataset.

TABLEⅠ
DETAILED DATA FORMAT OF DEAP DATASET

Type Discription
Subject 32(16 men and 16 women)

Number of people 32
Sample rate 128Hz

Triggering condition 40 different movie clips
Data shape (40,32,8064)

B. Data preprocessing
In the data preprocessing stage, the analysis and

processing of EEG signals posed significant challenges due to
the inclusion of unrelated signals such as EOG
(electrooculogram). To address this challenge, this study
employed the ICA method to remove EEG artifacts from the
filtered signals.

As EEG data collection is difficult, time-consuming, and
carries high ethical and safety risks [21], the available EEG
signal data is limited, resulting in a small database that does not
meet the requirements for large-scale deep network analysis.
This presents a high risk of overfitting, making data
augmentation necessary. This study utilized a sliding window
approach for data augmentation, designing a 10-second
window as shown in Figure 2, and then sequentially sliding it at
intervals of 2.5 seconds. The processed DEAP dataset resulted
in 63 seconds of EEG signals. Starting from 0 seconds, a set of
EEG data was extracted for each sliding window, representing
the data from 0 to 10 seconds as the first set, and from 52.5
seconds to 62.5 seconds as the last set. With 21 sliding steps,
one set of EEG data was transformed into 21 sets, thereby
providing a larger data source for the training process, as
illustrated in Figure 2.

Fig. 2. Processing EEG data by sliding window

IAENG International Journal of Computer Science

Volume 51, Issue 8, August 2024, Pages 1094-1104

 
______________________________________________________________________________________ 



After applying a sliding window to the EEG signals, this
study integrated the EEG data from 32 subjects, resulting in
40×32×21 training data points. Here, 40 represents the signals
collected from each subject while watching 40 movies, 32
represents the 32 subjects, and 21 is the expansion factor for the
data. In total, 26880 training data points were obtained.

After obtaining the integrated EEG data, this study further
applied the Short-Time Fourier Transform (STFT) to these data.
STFT has numerous advantages in processing EEG signals,
including high time-frequency resolution, adaptability to
non-stationary signals, intuitive visualization, and convenience
for feature extraction and signal processing. The STFT formula
is as follows:

   *(t, )= jSTFT t e d
      

 


 (1)

In the equation:ω represents the angular frequency, x(τ)
represents the value of the original signal in the time domain,
ω(τ-t) represents the window function shifted at time t, *
denotes conjugation.
Through STFT, this paper can effectively capture the

temporal and frequency features of the signal, transform them
into spectrogram data, and input these data into a deep learning
network for further analysis and processing. This series of
operations help to more comprehensively explore the
information in EEG signals, providing strong support for
subsequent research and applications.As shown in Figure 3, it is
the time-frequency graph obtained by STFT transformation of
EEG signals.

Fig. 3. Time-frequency diagram

C. Affective labeling
Russell's circular model of emotions, established on the

dimensions of valence and arousal, provides a unique
perspective for the study of emotions [22]. The valence
dimension measures the positive or negative tendency of
emotions, while the arousal dimension reveals the intensity or
activation state of emotions [23]. When these two dimensions
are combined, they constitute a circular emotional space that
covers states ranging from calmness to highly positive or
negative emotions. During the observation of subjects watching
emotionally-induced videos, this paper found that their
emotional states exhibited a continuous distribution pattern on
Russell's circular model of emotions, indicating a significant

correlation between the valence and arousal dimensions in the
model and the subjects' physiological data. For the DEAP
dataset, this discovery provides strong support for the
re-calibration of labels in this paper. By applying Russell's
circular model of emotions, it is possible to more accurately
understand and classify the emotional labels in the dataset, as
shown in Figure 4.

Fig. 4. DEAP tags define Valence and arousal

In the rating matrix (40×4) of the DEAP dataset, each
video is scored by subjects on a continuous 9-point scale for
valence, arousal, dominance, and likability [24]. This paper
primarily focuses on the two dimensions of valence and arousal,
and integrates these labels into Russell's circular model of
emotions. Specifically, based on the original categorical labels
and utilizing a label encoding method, we define labels with a
valence score greater than 4.5 and an arousal score greater than
4.5 as "Excited" with a label of 0. Labels with a valence score
less than or equal to 4.5 and an arousal score greater than 4.5
are classified as "Afraid" with a label of 1. Labels with a
valence score less than or equal to 4.5 and an arousal score less
than or equal to 4.5 are labeled as "Sad" with a label of 2.
Finally, labels with a valence score greater than 4.5 and an
arousal score less than or equal to 4.5 are categorized as
"Relaxed" with a label of 3.

III. PROPOSED METHOD

The text describes a neural network architecture for
processing preprocessed EEG data of video stimuli. The data is
fed into a deep convolutional module consisting of 5 layers,
where each layer passes the convolved data to a feature
extraction module. Upon receiving the data, the feature
extraction module performs deep feature extraction tasks
through 5 parallel channels composed of C-T modules. Due to
variations in input data sizes for each channel, average pooling
layers are incorporated with different kernels to ensure uniform
feature sizes across all channels. Finally, the extracted features
are inputted into a classification module, which flattens and
combines the features before passing them through fully
connected and softmax layers for classification output. The
proposed network structure is illustrated in Figure 5.
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Fig. 5. Overall system framework

Below are detailed descriptions of the three modules: deep
convolutional module, feature extraction module, and
classification module.

A. Deep convolutional module
The effectiveness of multiscale EEG detection has been

confirmed by multiple researchers. The deep convolutional
module in this study is inspired by the feature pyramid
technique in image processing. It utilizes deep convolutional
layers and pooling layers to divide the input signal into multiple
scales with different resolutions. The designed deep
convolutional module consists of five consecutive layers,
where each layer is designed based on the previous layer's
resolution being halved in order to capture features effectively.
This module automatically learns weights and extracts valuable
features within each channel while downsampling the signal by
half.
In this module, the shape of the input data is (32, 20, 65),

indicating a depth of 32, height of 20, and width of 65. All
experiments in this study correspond to Figure 1. In each layer,
convolution is performed first with a kernel size of 3×3, stride
of 1, and padding of 1. The output calculation of the
convolutional layer is as follows:

1( )
j

l l l l
j i ij j

i M
x f x b



   (2)

In the equation:��
�−1 is the region corresponding to the i-th

convolution kernel of layer 1, ��
� is the j-th feature map of layer

1, M is the feature input map, ω is the weight matrix of the
convolution kernel, b is the bias, f is the activation function, and
* is the convolution operation.
After the convolution operation, the output passes through a

max pooling layer with a kernel size of 2×1. When entering the
next pooling layer, the kernel size is switched to 1×2. The
calculation for the pooling layer is as follows:

1
max( )l l

j jx down x (3)

In the equation: downmax represents the max pooling function,
and χj

l is the output feature map of the pooling layer.
Through this operation, the data volume of layer x becomes

half of layer x-1. Each convolutional layer independently
extracts features without information exchange between
different channels, aiming to capture information of different
depths in EEG signals. The depth information extracted from
each channel is then transmitted to the next module.

B. Feature extraction module
Most current researches use simple concatenation for feature

fusion, without considering the different impacts of various
features on classification results. Additionally, there is a lack of
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interaction and fusion of information among different features,
which leads to many networks not significantly improving the
robustness and accuracy of classification results after extracting
multiple features. This paper proposes the C-T module to
address this issue, which consists of CNN and Transformer.
Firstly, the outputs of the deep convolutional module are
separately connected to the CNN layer and Transformer layer.
Then, the extracted feature information from these two layers is
combined to facilitate the interaction of local and global
features and weight adjustment. The structure of the C-T
module is shown in Figure 6.

Fig. 6. Design CNN-Transformer hybrid module

The CNN part consists of three convolutional layers with a
kernel size of 3x3, a stride of 1, and padding of 1. Following
each convolutional layer is a Batch Normalization (BN) layer
and a ReLU activation layer. Each convolutional layer conducts
deeper feature extraction on the input features, until the three
layers of convolution complete the extraction of local features.
The role of the BN layer is primarily to optimize the training
process of the neural network, improve the model's
performance and generalization ability. The normalization
formula is as follows:

1

1
m

m

i
i
x



  (4)

 
2

1

y *
1

i

m

i
i

x

x
m






 

 



 

 
(5)

In the equation: x represents the batch input data, m
represents the current batch size, ε represents a small value
added to the variance to prevent division by zero, γ represents
the trainable scale parameter, and β represents the trainable bias
parameter.
The Transformer part consists of a Multi-Head

Self-Attention (MHSA) module, a feed-forward module, and
two layers of LayerNorm normalization modules[25]. The two
normalization layers are placed before the MHSA module and
after the feed-forward module. The calculation method for the
attention mechanism is as follows:

(Q ,K , )= max( )
T

itf itf
itf itf its its

k

Q K
Attention V Soft V

d
(6)

In the equation:Qitf, Kitf, and Vitf represent the query vector, key
vector, and value vector inputs in the attention module,
Softmax(·) represents the Softmax function, and dk represents
the dimension of Kitf.
In the feature extraction module, this paper utilizes 5 C-T

modules. Since the input data size of each module is different,
each module will be adjusted internally based on the input data
size. The output data size will also change according to the
input data. Therefore, an average pooling module is added after
the C-T modules to unify the output data size of the 5 layers of
C-T modules, resulting in feature data with an output size of
(256, 1, 1).

C. Classification Module
The module first flattens and combines the 5 sets of data

output by the previous module to form a one-dimensional data
of length 1280, which is then input to the fully connected layer.
It consists of four FC (fully connected) layers with sizes of
1280, 320, 80, and 4 respectively. Finally, it directly inputs to
the LogSoftmax layer. LogSoftmax calculates the logarithm of
the predicted probability for each class. While stable gradient
descent calculation, LogSoftmax heavily penalizes highly
incorrect classes, further optimizing training time. The formula
for LogSoftmax calculation is as follows:

exp( )max( ) log( )
exp( )

i
i

ij

xLogSoft x
x


 (7)

In the equation: xi represents the i-th element of the input vector
x.

IV. EXPERIMENT

A. Experimental setup
The article was deployed on an NVIDIA RTX 2080 GPU

server and the model was trained and tested using the PyTorch
framework. During training, Adam optimizer was chosen with
a learning rate of 0.0001, and cross-entropy loss function was
utilized. For the DEAP dataset, a batch size of 16 was selected
for training with 50 iterations. To prevent overfitting, a dropout
rate of 0.2 was implemented.
In this study, classification accuracy and cross-entropy loss

function value were used as evaluation metrics for the model.
The cross-entropy loss function is a metric that measures the
degree of error of the model. A higher value indicates a poorer
model performance. The expression for the cross-entropy loss
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function is:

i 1

1 log( )
M

ic ic
c

L y p
N 

   (8)

In the equation:M represents the number of categories of the
classification, i represents the number of categories of the
classification, yic represents the probability of the class i of the
real label, and pic represents the probability of the class i
predicted by the model.

B. Ablation experiment
1) Different depth convolution modules
This study primarily utilizes a deep convolutional module as

the overall framework, which derives five parallel channels
from the deep convolutional module. The study investigates the
impact of varying depths of convolutional layers on EEG
emotion classification tasks. Specifically, experiments were
conducted with three, four, five, and six layers of deep
convolution.
Table 2 presents the average accuracy and average loss

values under different deep convolutional modules. Figures 7
and 8 illustrate the training curves of accuracy and loss for each
deep convolutional module. The dashed lines represent the
training set curves, while the solid lines represent the validation
set curves.
When the depth of convolutional layers is five (The lines

marked with circular dots in Figures 7 and 8), the performance
significantly outperforms other layer configurations. The
average accuracy is 3.27 percentage points higher than that of
three-layer convolution, and the average loss is reduced by
0.067 compared to four-layer and six-layer convolutional
models. The effect of three-layer (The lines marked with
downward triangle points in Figures 7 and 8) and four-layer
convolution (The lines marked with star-shaped points in
Figures 7 and 8) is relatively similar, possibly due to a reduced
amount of extracted deep features caused by a smaller number
of layers. When the number of convolutional layers reaches six
(The lines marked with square points in Figures 7 and 8), the
performance is much worse than that of the five-layer
convolutional model, likely due to the excessive number of
layers leading to learning redundancy and overfitting.
In summary, in the model proposed in this paper, after a

series of experiments and comparative analysis, the model

performs best when the number of deep convolutional layers is
set to 5.
2) Different feature extraction modules
In the feature extraction module, the C-T module plays a

major role. To determine the impact of the scale of the
convolutional kernel and the inclusion of the Transformer on
the classification task, this study conducted analysis and
verification by modifying the C-T module. The experimental
settings are as follows: without the inclusion of Transformer
and with a 3x3 convolutional kernel, with the inclusion of
Transformer and a 3x3 convolutional kernel, with the inclusion
of Transformer and a 1x1 convolutional kernel, and with the
inclusion of Transformer and a 5x5 convolutional kernel.
Table 3 presents the average accuracy and average loss

values for different feature extraction modules. Figures 9 and
10 display the training accuracy and loss curves for different
feature extraction modules. The dashed line represents the
training set curve, while the solid line represents the validation
set curve.
When Transformer is not used (The lines marked with

downward triangle points in Figures 9 and 10), it is evident that
the training accuracy and loss curves are significantly affected.
The average accuracy is 14.08 percentage points lower than
that of a 3x3 convolutional kernel, and the average loss value is
higher by 0.127. However, the inclusion of Transformer leads
to a noticeable improvement, possibly because it captures more
features from the global context of the time slices. Despite the
improvement achieved with the inclusion of Transformer, the
results are poorest when using a 1x1 convolutional kernel (The
lines marked with star-shaped points in Figures 9 and 10). This
may be due to the small size of the convolutional kernel, which
reduces the receptive field. A smaller receptive field requires a
deeper network to compensate, but the convolutional network
in the C-T module consists of only three layers, resulting in
poor performance. The use of a 3x3 convolutional kernel (The
lines marked with circular dots in Figures 9 and 10)
outperforms a 5x5 kernel (The lines marked with square points
in Figures 9 and 10) by 3.23 percentage points in average
accuracy and a decrease of 0.121 in average loss value. A 3x3
convolutional kernel performs significantly better, and using a
5x5 kernel requires a larger computational cost, increasing the
overall computation burden.
In summary, in this study's model, the inclusion of

Transformer performs better than without it, and a 3x3
convolutional kernel performs better than a 1x1 or 5x5 kernel.

TABLE Ⅱ
VALUES OF AVERAGE ACCURACY AND AVERAGE LOSS FUNCTION UNDER DIFFERENT DEPTH CONVOLUTIONAL MODULES

Depth umber of convolution layers The deepest data size Average Acc Average Loss

3 floors (32,10,32) 87.99% 0.408

4 floors (32,10,16) 86.36% 0.588

5 floors (32,5,16) 91.26% 0.332

6 floors (32,5,8) 86.86% 0.592

IAENG International Journal of Computer Science

Volume 51, Issue 8, August 2024, Pages 1094-1104

 
______________________________________________________________________________________ 



TABLEⅢ
AVERAGE ACCURACY AND LOSS FUNCTION VALUES UNDER DIFFERENT FEATURE EXTRACTION MODULES

Convolution kernel size Join Transformer Average Acc Average Loss

3×3 × 77.18% 0.459

1×1 √ 52.56% 2.444

3×3 √ 91.26% 0.332

5×5 √ 88.03% 0.453

Fig. 7. Acc curves of convolution modules with different depths

Fig. 8. Loss curves of convolutional modules with different depths
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Fig. 9. Acc curves under different feature extraction modules

Fig. 10. Loss curve under different feature extraction modules

C. Experimental results and analysis
1) Experimental result
As shown in Figure 11 and Figure 12, are the accuracy and

loss function values of the training set and validation set during
the training of the four-class task. After 50 times of iterative
training, the accuracy and loss function values of the final
training and test tend to be stable. The average accuracy of this
result on the DEAP dataset is 91.26%.

Fig. 11. Training accuracy curve of neural network
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Fig. 12. Training loss function curve of neural network

2) Experimental analysis
To evaluate the effectiveness of the proposed method, a

comparison was made with existing state-of-the-art methods in
this study. The compared methods include Support Vector
Machine (SVM) [5], a CNN-based approach that integrates
multimodal data [26], a 3DCNN design using single-variable
convolutional layers and multi-variable convolutional layers
[27], an RNN model that incorporates Gated Recurrent Units
(GRU) with skip connections [28], and a hybrid model that
combines CNN and Bidirectional Long Short-Term Memory
(Bi-LSTM) [29]. The aim was to demonstrate the differences
among different methods within the same topic.
The proposed model was evaluated on the DEAP dataset in

this study, providing objective evidence of its performance.
Table 4 presents the four-class classification accuracies of the
aforementioned models as well as the proposed model. By
comparing these results, a clearer understanding of the
performance differences among different methods can be
obtained, thus validating the effectiveness of the proposed
method.

TABLEⅣ
COMPARISON WITH OTHER METHODS

Ref. Classifier Average Acc

Zubair and
Yoon[5] SVM 49.70%

Kwon et
al.[26] CNN 73.43%

Chao and
Dong[27] 3D CNN 76.77%

Asghar et
al.[28] GRU in RNN 80.10%

Singh et
al.[29] CNN and BI-LSTM 88.19%

Our
Proposed CNN and Transformer 91.26%

In Table 4, for the four-class emotion recognition task, the
proposed method in this study achieved an average accuracy
that is 3.07% higher than the second-ranked method in terms of
classification accuracy, showing promising results. Due to the
non-stationary nature of EEG signals and their strong
background noise, Zubair et al. found that the performance of

the traditional SVM method was slightly inferior compared to
deep learning methods. Additionally, while Kwon and Chao
improved upon traditional CNN, the singular feature extraction
capability of CNN did not fully leverage its advantages. Singh
et al.'s hybrid model of CNN and Bi-LSTM performed better
than traditional CNN; however, Bi-LSTM processes
information in a step-by-step iterative manner, which may lead
to information decay or loss over multiple time steps and may
not effectively capture long-range dependencies, unlike
Transformers. Therefore, the proposed method in this study is
considered superior to Singh et al.'s approach. The comparative
results indicate that the proposed method in this study shows
better performance in EEG-based emotion recognition tasks.

V. CONCLUSION

In this paper, a method for restructuring the emotional labels
of the DEAP dataset is proposed, along with a C-T module for
extracting deep features and a deep learning model for the
four-classification of emotion recognition in EEG signals.
Firstly, the preprocessed EEG signals are subjected to
windowing, resulting in a fourfold increase in the training data.
Subsequently, the EEG signals are transformed into
time-frequency maps using short-time Fourier transform and
input into the deep convolutional module. The deep
convolutional module extracts feature information at different
depths from the EEG signals, which is then input into the
feature extraction module. In the feature extraction module, the
use of the C-T module effectively enhances the capability to
extract global and local information from the EEG signals.
Finally, the data from the feature extraction module is
integrated for the four-classification task.
Comparing with current state-of-the-art methods, the

proposed method in this paper demonstrates a higher
classification accuracy, providing full validation of the
effectiveness of the algorithm. In future work, the plan is to
apply this deep learning network model to more datasets to
comprehensively evaluate its effectiveness and robustness, as
well as to further explore its performance potential.
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