
 

  

Abstract—Recent breakthroughs in language modeling have 

significantly enhanced Natural Language Processing, 

particularly in Reading Comprehension. However, training 

non-English Question Answering (QA) systems remains 

challenging due to limited datasets. To address this, we 

introduce IMQuAD (Iyaṟkkai maruttuvam Question 

Answering Dataset), a manually crafted, linguistically 

scrutinized dataset focused on Naturopathy for Tamil QA. 

Leveraging IMQuAD, we utilized MuRIL, a BERT model, for 

Tamil QA tasks. Our results show that the model performed 

better on IMQuAD (78%) compared to SQuAD (32%) and 

CHAII (62%). Additionally, we pioneered FidelityFit, a novel 

evaluation metric assessing QA dataset accuracy with 

unparalleled precision. IMQuAD and FidelityFit contribute to 

advancing non-English QA systems, demonstrating the 

potential for improved language understanding and 

applications in various domains, including healthcare and 

education. Our work paves the way for further research in 

Tamil NLP and beyond. 

 
Index Terms—Comprehensive Question Answering, Dataset, 

Tamil, Evaluation metrics   

 

I. INTRODUCTION 

ECENT research focuses on creating question-and-

answer (QA) systems for Tamil and other Indic 

languages. [1] developed an extractive QA system for Tamil 

utilizing XLM-RoBERTa, whereas Rubika Murugathas and 

Uthayasanker Thayasivam [2] presented a domain-specific 

QA production system for Tamil historical texts. Ram 

Vignesh Namasivayam and Manjusha Rajan [3] investigated 

many response prediction methods in Tamil and Hindi 

paragraphs, such as zero-shot transfer and fine-tuning of 

multilingual models. They also explored the development of 

Tamil QA datasets through translation. Dhruv Kolhatkar and 

Devika Verma [4] surveyed Indian language quality 

assurance, analyzing datasets, methodologies, and cutting-
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edge models for resource-constrained languages such as 

Tamil, Urdu, Marathi, and Hindi. These works demonstrate 

the increased interest in building QA systems for Indic 

languages, which face obstacles such as limited datasets and 

the necessity for language-specific techniques. [5] addressed 

leveraging multilingual BERT models and cross-lingual 

learning strategies to solve the scarcity of large Tamil 

datasets. Pandian and Geetha [6] suggested a Conditional 

Random Field model to classify Tamil questions that uses 

morpheme properties to identify expected answer kinds. [7] 

addressed the difficulty of code-mixed QA by creating a 

system that can handle queries combining English and 

Indian languages such as Tamil. They used deep learning 

algorithms like RNNs and HANs to classify questions. [8] 

examined several techniques for semantic-level QA and 

information retrieval, noting that, while many systems exist 

for English, few work for native languages such as Tamil. 

These studies illustrate continuing attempts to improve QA 

capabilities for Tamil and other low-resource languages by 

combining NLP, machine learning, and data analytics. 

 One important job for evaluating a machine's 

comprehension of natural language is answering questions. 

Question answering and text comprehension remain 

challenging tasks for machines, especially in low-resource 

languages like Tamil. English Question Answering models 

have made significant progress thanks to datasets like 

SQuAD1.1, SQuAD2.0, and CoQA. The unavailability of 

annotated datasets in various languages, including Tamil, 

has hindered the generation of Question Answering models 

tailored to specific languages. Language modeling progress 

has improved Reading Comprehension results, but datasets 

are scarce, costly, and mostly English-native, highlighting 

the need for more diverse datasets. Standard datasets are 

essential for algorithmic research, but there's a lack of Tamil 

datasets for natural language processing, making it difficult 

for researchers to compare performance between models. To 

address this, we introduce IMQuAD, a Tamil Reading 

Comprehension dataset similar to SQuAD1.1. IMQuAD is a 

new Tamil question-answering dataset that meets the 

standard of the SQuAD dataset, providing a large amount of 

learning data for machine reading comprehension tasks and 

enabling researchers to evaluate their models' performance 

objectively. This dataset aims to bridge the gap for Tamil 

language Question Answering models. 
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II. EXISTING DATASETS 

This section conducts a comparative analysis of diverse 

datasets employed across various languages worldwide, 

including English-specific, non-English, and multilingual 

datasets.  

A. English datasets 

 SQuAD[9], a well-known English question-answering 

dataset with more than 100,000 questions created by crowd 

workers using Wikipedia articles as source material. 

Annotators were tasked with creating questions related to 

the articles and identifying the corresponding answers. The 

dataset's second version includes more than 50,000 cleverly 

designed unanswerable questions that mimic answerable 

ones, adding a new layer of complexity. The TREC-8 [10] 

The Question Answering track marked the first large-scale 

evaluation of systems designed to generate answers to 

questions, and the evaluation methodology was examined to 

understand its limits and potential improvements.[11] The 

paper presents a novel syntax-driven approach to question 

answering, using a probabilistic quasi-synchronous grammar 

to learn soft alignments and significantly outperform state-

of-the-art baselines on the TREC dataset. The WikiQA [12] 

and MS Marco [13] datasets were created by leveraging 

questions from Bing search engine users. Annotators were 

presented with the top ten search results for each question 

and tasked with finding the answer within the documents or 

indicating that the answer was not present. WikiQA consists 

of approximately 3,000 questions with answer sentences 

from Wikipedia pages; however, MS Marco has 100,000 

questions and free-form responses. The Natural Questions 

(NQ) dataset [14], comprising over 300,000 examples, was 

generated by sampling Google search engine questions. For 

every question, annotators looked through the top five 

Google search results, noting the answer on the relevant 

pages or marking it as null if it was not discovered. Two 

conversational QA datasets, QuAC [15] and CoQA[16], 

contain dialogues between questioners and answerers. 

CoQA has 127,000+ question-answer pairs, created by 

having crowd workers discuss a passage and ask questions. 

NewsQA[17], based on CNN articles, has more than 

100,000 question-answer (QA) pairs, which is developed in 

three stages: questioners ask questions based on headlines, 

answerers find answers in the article, and validators select 

an optimal answer from the set else decline all. Datasets like 

HotpotQA[18], which require multi-step question 

answering, necessitate reasoning across multiple documents 

to provide accurate responses. This dataset was meticulously 

crafted by leveraging knowledge bases, web documents, and 

the collective efforts of crowdsourcing. Comprising an 

impressive 113,000 questions pertinent to Wikipedia 

articles, HotpotQA requires the capacity to locate and 

synthesize information from multiple documents to find the 

perfect answer. Moreover, in the context of multi-hop 

datasets, QA systems must also possess the ability to 

pinpoint the specific paragraphs that serve as the foundation 

for the answer, thereby ensuring a comprehensive 

understanding of the subject matter. Table I provides a 

succinct compilation of various datasets carefully crafted for 

English Question Answering gives a comprehensive 

snapshot of these important resources.  

 

B. Non-English Dataset 

 There are two ways to build non-English QA datasets: 

converting English datasets or creating native datasets from 

scratch. Translating English datasets, like SQuAD, into the 

required language using machine interpretation is faster and 

easier, but may produce problematic artifacts, such as 

keeping the original word sequence or using overly formal 

language. This can result in translated text that differs 

significantly from the native text. Researchers have used 

translation to build QA datasets for Spanish, Arabic, 

Korean, and Italian, but some argue against this approach 

due to its limitations. The diversity of languages and 

cultures leads to distinct question patterns and topics, which 

may not be captured in translated datasets. Unique 

perspectives and queries underscore the need for native QA 

datasets, carefully crafted by annotators familiar with the 

language and culture. The construction of native QA 

datasets, such as SberQuAD (Russian) [25], DRCD 

(Chinese), KorQuAD (Korean)[26], and FQuAD 

(French)[27] generally follows the SQuAD format. Table II 

compiles another collection of scrupulously crafted datasets 

for other language Question-Answering tasks, offering an 

insightful glimpse into these highly regarded resources. 

C. Multilingual QA Datasets 

 Due to the time and resources needed, creating large- 

scale Question Answering datasets developed for non-

English languages is a unique and difficult task. Cross-

lingual QA datasets have been created to allow training in 

one language and transfer to another to address this. Notable 

examples include MLQA (seven languages)[36], MMQA 

(Hindi and English)[37], TyDi (English and 10 other 

languages)[38], XQA (English and eight other 

languages)[39]. These datasets facilitate zero-shot learning 

and have shown promising results.   

A further compilation of expertly curated datasets for the 

Multi-lingual Question Answering dataset is presented in 

Table III, providing a valuable window into the richness and 

diversity of these esteemed resources. 

III. DATASET CURATION 

We are pleased to announce the release of a 

comprehensive dataset called IMQuAD (Iyaṟkkai 

maruttuvam Question Answering Dataset) [43] for Tamil 

language question answering to facilitate research and 

development in Natural Language Processing (NLP).  

  Our dataset is structured similarly to renowned 

benchmark datasets such as SQuAD and CHAII, which 

ensures seamless integration and comparability. We are 

pleased to announce the launch of a comprehensive dataset 

called IMQuAD (Iyaṟkkai maruttuvam Question Answering 

Dataset) [43] for the Question Answering System in the  

Tamil language, which aims to facilitate research and 

development in the field of Natural Language Processing 

(NLP). Our dataset is structured similarly to renowned 

benchmark datasets such as SQuAD and CHAII, which 

ensures seamless integration and comparability. 

The questions and answers in our dataset were carefully 

curated from the published book. [44] to ensure accuracy, 

relevance, and diversity. Figure 1 shows the technique used 

to create the dataset. This dataset is an important step towards 

bridging the gap in NLP resources for Tamil and enabling  
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TABLE I 

COMPREHENSION DATASET FOR THE ENGLISH LANGUAGE

Dataset Name Type of Questionnaire No. of Question Answers Evaluation Metrics Reference 

MCTest Multiple Choice Questions 2000 Manual curation, Grammar Test [19] 

WIKIQA Open Domain QA 3047 
Questions - LCLR, PV 

Answers – Precision, Recall, F1 Score 
[12] 

SQuAD1.0 Comprehension 100000+ 

Diversity in answers, Reasoning required to 

answer questions, Stratification by syntactic 
divergence. 

[9] 

NEWSQA 
Machine Comprehension 

dataset 
100,000 

F1, Exact Match (EM) score, BLEU, and 

CIDEr 
[17] 

TriviaQA 
Machine Comprehension 

dataset 
95K F1, Exact Match (EM) score [20] 

     

SearchQA 
Machine Comprehension 

dataset 
140K TF-IDF Max [21] 

RACE 
Machine Comprehension 

dataset 
100,000 Accuracy [22] 

MS MARCO 
Machine Comprehension 

dataset 
1,010,916 BLEU, pa-BLEU [13] 

QuAC 
Machine Comprehension 

dataset 
14K F1 Score [15] 

SQuAD 2.0 
Machine Comprehension 

dataset 
50,000 F1 Score [23] 

HotpotQA Multi-hop Questions 113k F1, Exact Match (EM) score [18] 
Natural 

Questions 
Question Answer Pair 307,373 F1 Score [14] 

DROP Reading comprehension 96K F1 Score [24] 

CoQA Conversational QA 127K F1 Score [16] 

 

 

TABLE II 
COMPREHENSION DATASET FOR NON-ENGLISH LANGUAGES DATASET

Dataset Name Language Type of Questionnaire No. of Question Answers Evaluation Metrics Reference 

DuReader Chinese 

Open-domain Chinese 

machine 

reading comprehension 

200K 
BLEU-4 and 

Rouge-L 
[28] 

DRCD Chinese 
Chinese machine 

reading comprehension 
30,000+ F1 Score [29] 

KorQuAD1.0 Korean 
Machine 

Comprehension 
70,000+ F1, Exact Match (EM) score [26] 

SQuAD-es v.1.1. Spanish 

Automatically 

translated QA from 
SQuAD 

100,000 F1, Exact Match (EM) score [30] 

Arabic Reading 

Comprehension 
Dataset (ARCD) 

Arabic 

Open domain 

Factual Arabic question 
answering 

1,395 F1 Score [31] 

      

SberQuAD Russian 
Reading 

Comprehension 
50K F1 Score [25] 

FQuAD French 
Reading 

Comprehension 
60,000+ F1, Exact Match (EM) score [27] 

PersianQuAD Persian 
Reading 

Comprehension 
20,000 F1, Exact Match (EM) score [32] 

UQuAD1.0 Urdu 
Machine Reading 
Comprehension 

49K F1 Score [33] 

UQA Urdu Text Comprehension 136211 F1, Exact Match (EM) score [34] 

ParSQuAD Persian 
Machine 

Comprehension 
95192 F1, Exact Match (EM) score [35] 

 

researchers and developers to develop more accurate and 

effective question-answer models for this language. 

A. Data Description 

Our dataset contains an extensive collection of 509 

comprehensive Question-Answer pairs that have been 

carefully compiled to enable innovative research. As shown 

in Table IV, each set of triples is carefully structured to give  

a robust foundation for NLP modelling. Each Question-

Answer pair is structured as follows: 

1. Context (C): A passage of text providing the necessary 

background information. 

2. Question (Q): A well-defined query, posed to elicit a 

specific response. 

3. Answer (A): A concise and accurate response, directly 

addressing the question.   

To ensure linguistic consistency, our dataset is written 

entirely in Tamil. For ease of use, the dataset is stored in a 

plain text format (.txt), allowing seamless integration into 

various NLP projects. 

    Please note that the dataset is encoded in UTF-8 format 

due to the use of the Tamil script. To ensure correct display  
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TABLE III 
COMPREHENSION DATASET FOR MULTILINGUAL QA DATASET 

Dataset Name Language Type of Questionnaire 
No. of Question 

Answers 
Evaluation Metrics Reference 

MMQA English, Hindi 

multi-domain, multi-

lingual question 

answering 

5495 MRR, BLEU [37] 

XQA 

English, German, 

French, Portuguese, 

Russian, Chinese, 
Tamil, Polish, 

Ukrainian 

Open Domain QA 90,610 F1, Exact Match (EM) score [39] 

MLQA 

English, German, 
Arabic, Vietnamese, 

Spanish, Simplified 

Chinese, and 
Hindi 

Multidisciplinary aligned 

extractive quality 

assessment 

English - 12K instances 

Other Languages -  5K 

each 

F1, Exact Match (EM) score [36] 

TYDI QA 

English, Finnish, 

Arabic, Bengali, 
Indonesian, 

Russian, Japanese, 

Kiswahili, Korean, 

Thai, Telugu 

Question Answer Pair 204K F1 Score [38] 

XOR QA 

Japanese, Bengali, 

Korean, Finnish, 
Arabic, Russian, 

Telugu 

Answering Open-

Retrieval Questions in 

Cross-Language 

40K F1 Score, BLEU [40] 

MKQA 26 Languages 
Evaluation of open-
domain questions 

answering 

Ten thousand QA pairs 

matched in twenty-six 

typologically distinct 
languages. 

F1 Score [41] 

No Specific 

Name 

Hindi and 

Marathi 

Reading 

Comprehension 
dataset 

28,000 EM, Rouge-2, Rouge-L, BLEU [42] 

MMQA English, Hindi 

multi-domain, multi-

lingual question 
answering 

5495 MRR, BLEU [37] 

XQA 

English, German, 

French, Portuguese, 
Russian, Chinese, 

Tamil, Polish, 

Ukrainian 

Open Domain QA 90,610 F1, Exact Match (EM) score [39] 

 
TABLE IV 

SAMPLE CONTEXT, QUESTION, AND ANSWER IN IMQUAD DATASET

context 

இருசக்கர,  நான்கு சக்கர  வாகனங்களின் மிகுதியான ப ாக்குவரவு,  ல்பவறு ஆலைகள் ப ருக்கம்,  

மரங்கள் மிகுதியாக பவட்டப் டுதல்  ஆகியவற்றால் காற்று மாசு டுகிறது. இத்தலகய மாசுள்ள 

தூய்லமயிைாத காற்றிலன நாம்  சுவாசிப் தால், நம் உடலில் குருதி பகடடுற்று பநாய் ஏற் டுகிறது. 

பமலும் சலமத்த தானிய உணலவ ப ரும் ாலும் உண் தால், உடலில் சளி மிகுதியாகி, காற்றுப் 

ல யாகிய நுலரயீரலில் காற்று மிகுதியாக இருப் தற்குப்  தில், சளி மிகுதியாக உள்ளது. இதனால், 

நுலரயீரலில் காற்றின்  ரிமாண அளவு குலறந்து, பநாய் ஏற் டுகிறது. 

question எது காற்றுப் ல  என்று கூறப் டுகிறது? 

answer_text நுலரயீரல் 

 
TABLE V. 

STATISTICS OF IMQUAD WITH OTHER BENCHMARK DATASETS   

Dataset IMQuAD SQuAD 1.1 CHAII 

 Train Train/dev Train 

No. of questions 509 87,599 / 10,570 368 

No. of unique paragraphs 125 18,896 / 2,067 368 
Tokens’ count    

Mean paragraph length 115.81 116.6 / 122.8 1303.69 

Mean question length 5.73 10.1 / 10.2 4.77 
Mean answer length 2.02 3.16 / 2.9 1.92 

    

Characters’ count    
Mean paragraph length 1020.38 735.8 / 774.3 12335.19 

Mean question length 46.30 59.6 / 60.0 39.59 

Mean answer length 15.31 20.2 / 18.7 13.27 
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Fig 1. IMQUAD Dataset Creation 

and accessibility, users must install a Tamil font on their 

system before using our dataset. 

B. Dataset Validation 

The book [44] delves into the principles of naturopathy, 

offering a comprehensive guide on how to achieve optimal 

health through a balanced diet, regular exercise, and natural 

remedies. Additionally, it provides in-depth discussions on 

over 100 common diseases, along with their corresponding 

solutions, empowering readers to take control of their well-

being. Table V shows that the number of questions and the 

length of questions/answers of IMQuAD are compared with 

other benchmark datasets. 

In particular, IMQuAD has more questions than CHAII 

and fewer than SQuAD. The length of questions and 

answers is also longer than that of CHAII and shorter than 

that of SQuAD, highlighting the unique characteristics of 

IMQuAD within the dataset landscape. 

To validate the integrity and accuracy of our dataset, we 

conducted a rigorous evaluation process. We enlisted the 

expertise of a linguistic specialist, who brought their domain 

knowledge to assess the dataset's linguistic quality. 

 

Specifically, the expert evaluated the following aspects: 

Language correctness: The specialist reviewed the 

grammar, syntax, and semantics of the context paragraphs, 

questions, and answers to ensure they conform to standard 

linguistic norms. 

Question formation: The expert assessed whether the 

questions were well-formed, clear, and unambiguous, and 

whether they accurately reflected the content of the context 

paragraphs.  

Answer accuracy: The specialist verified whether the 

retrieved answers accurately responded to the questions and 

whether they were supported by the context paragraphs. 

By incorporating the expert's feedback, we refined our 

dataset to ensure it meets high standards of linguistic 

quality, accuracy, and reliability. 

IV. ALGORITHM  

The algorithm shown in Fig. 2 is the BERT-based QA 

system that works by preprocessing input text, generating 

contextualized embedding, predicting answer start and end 

tokens, extracting the answer, and refining the output. 

The Pre-train function structures the input by inserting 

[CLS] at the beginning of the question and [SEP] between 

the context, question, and answer. The same is depicted in 

equation (1). 

 

 

 
 (1) 

  

As shown in equation (2), the BERT tokenizer is used to 

tokenize the formatted sequence, yielding ci for the ith 

context token, qj for the jth question token, and ak for the kth 

answer token. 

The contextualized embedding is generated for token 

representation. Using the Embedding function, the 

embedding vectors of tokens are generated as shown in 

equation (3). 

 

 

 
    (2) 

 
 

 

 
       (3) 

 

The embedded vector is then passed to encoders as shown 

in equation (4).    

The vital component of the BERT system is the 

transformer encoder, responsible for processing input text  

and generating contextualized representations. Transformer 

encoders use self-attention layers instead of RNN (recurrent 

neural networks) to process input tokens in parallel. Each 

self-attention layer calculates attention weights, allowing the 

model to contextualize long-range dependencies. 

  

 

 
      (4) 

 

Transformer models can analyze variable-length input 

sequences effectively and produce state-of-the-art results in 

a variety of NLP applications according to this architecture. 

ith self-attention layer generates three vectors for each 

embedding vector, namely Query vector (Qi ), which 

represents context for token consideration, Key vector (Ki), 

which represents tokens to attend, and Value vector (Vi), 

which represents information to extract from attended 

tokens.  

The self-attention mechanism is capable of concentrating 

on essential tokens attributable to these vectors and 

contextualizing token representations. The computation of 

these vectors is shown in equations (5), (6), and (7)    
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                    (5) 

                    (6) 

                    (7) 

 

The self-attention mechanism calculates the output vector Zi 

by applying softmax to the attention scores. The dot product 

of the query vector Qi and the key vector Ki, scaled by the 

square root of Ki's dimensionality, is used to calculate 

attention scores.  

These scores are normalized to a probability distribution 

using the softmax function, indicating the importance of 

each token. Finally, the softmax output is multiplied by the 

Value vector Vi to extract relevant information and 

contextualize token representations. The same is depicted in 

equation (8). 

 

      (8) 

 

As shown in equation (9), Multi-Head Attention takes in 

Query, Key, and Value matrices and splits them into 

multiple attention "heads". Each head computes self-

attention scores. [45] and outputs a vector, which is then 

concatenated. The concatenated output is linearly 

transformed using a learnable weight matrix Wo. 

 (9) 

Where 

  [45] 

 

To create a new vector , the Z vector is routed 

across a fully connected network. The network uses  

 

 

 

 
Fig 2. Algorithm for our QA system 
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Fig 3. BERT model 

 

learnable parameters WF (weight matrix) and bF (bias 

vector) to transform the input vector. The output vector 

 is computed by applying an activation function F as 

shown in equation (10). 

Each input is taken from the input list, and a new  

embedding is created for it using the vector emb. The same 

is depicted in equation (11).  

 

                (10) 

inputs               (11) 

 

The equations (12) and (13) compute two separate output 

vectors, S and E, by taking the weighted sum of the 

elements in the input matrix H. The weights used for S are 

from the matrix Ws, while the weights used for E are from 

the matrix We. 

 

                  (12) 

                  (13) 

 

As shown in equations (14) and (15), two linear 

transformations are applied to the input vector H, resulting 

in output vectors S and E. The transformations involve 

matrix multiplications with learnable weight matrices Ws 

and We, and additions of learnable bias vectors bs and be. 

These transformations can be used to extract different 

features or representations from the input data, depending on 

the context. 

 

             (14) 

             (15) 

 

Equation (16) finds the pair of indices (i*, j*) that 

corresponds to the maximum value of the sum of the 

elements from the vectors S and E for the optimal alignment 

between two sequences.  

 

(i*, j*)  argmax(i,j) [Sᵢ + Eⱼ]         (16) 

 

 

Consequently, the retrieved answer from the dataset D is 

extracted, leveraging the optimal indices (i*, j*) to define 

the start and end points of the retrieved answer, the same is 

shown in equation (17) 

 

retrieved_answer  D({pₖ | i* ≤ k ≤ j*})   (17) 

 

Three embedding totalling the input, are combined into 

one: token embedding (word representation), segmentation 

embedding (representing the segment or sentence), and 

position embedding (representing the word's position in the 

sequence). The same is shown in Fig. 3 

V. EVALUATION METRICS 

 This section outlines the existing evaluation metrics used 

to assess performance, as well as the new metrics we have 

introduced to enhance evaluation effectiveness. 

A. Jaccard Measure 

 The Jaccard measure, often called the Jaccard index or 

Jaccard similarity, is a technique for calculating the degree 

of similarity between two sets. The computation involves 

dividing the area where the two sets meet by the area where 

their union occurs. This can be mathematically expressed in 

equation (18). 

 

 (18) 

 

 In comparing two words, A and B, we look at the number 

of words that appear in both sets (A ∩ and B) and the 

number of words, in both sets (A ∪ and B). 

 The Jaccard measure ranges from 0 to 1, where 0 signifies 

no similarity (no shared words) and 1 denotes similarity (in 

words). Table VI shows the Jaccard measure of the model 

across datasets. Our dataset outperforms SQuAD by ~40% 

and CHAII by ~20%, setting a new benchmark. Our analysis 

revealed that the underlying reason for this disparity was 

attributed to the linguistic quality of the dataset. 

B. Exact Match (EM) 

 The Exact Match (EM) score, widely utilized in natural 

language processing in question-answering tasks,  gauges 

the precision of predictions. It analyses whether the 

reference answer and the anticipated response match.  

  Here is how equation (19) represents this. Table VI 

contains the model's EM scores across each dataset. Our 

dataset outperforms SQuAD by ~50% and CHAII by ~25%. 

Our analysis revealed that the underlying reason for this 

improvement was attributed to the domain specificity of the 

dataset. 

 

 (19) 

 

C. F1 Score 

 A measure of a test's accuracy in binary classification 

issues is the F1 score. Equation (20) shows the same issue.  
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To calculate the score, it takes recall and precision as 

factors. The F1 score, a harmonic mean of precision and 

recall, provides a balance between the two. 

Precision measures the proportion of correctly identified 

positives among all predicted positives. (Positive Predictive 

Value). Table VI lists the model's precision over several 

datasets.   

 (20) 

 

 

Recall (True Positive Rate): The proportion of all 

observations made in the actual class to all positively 

anticipated observations. The same is depicted in equation 

(21).  The Recall of the model over various datasets is listed 

in Table VI.   

 

         (21) 

 

The F1 score represents the average of precision and recall 

as illustrated in equation (22). The models' F1 Score, across 

datasets, can be found in Table VI. 

 

 

       (22) 

 

Although our dataset performs better than others on the 

existing evaluation metrics, we found that these metrics 

themselves are limited in their ability to improve the model's 

performance. This realisation has led us to develop 

conceptual evaluation metrics that can better guide and 

improve the performance of the models. By introducing 

these new metrics, we aim to achieve further advances in 

model capabilities. The metrics we propose should provide 

actionable insights and enable more effective model 

refinement and optimisation. 

 

D. Fidelity Fit 

 Conventional metrics like precision, accuracy, recall, and 

F1-score give an overview of a model's performance, but 

they might not always fully reflect the subtleties of a given 

issue or situation. In these situations, the model's 

performance can be more accurately evaluated by using 

extra or different evaluation metrics. 

Several important findings emerged from the analysis of the 

SQuAD and CHAII datasets. These included the existence 

of foreign languages (apart from Tamil) in certain contexts, 

which might impair model performance, and inconsistent 

question-answer and context-question pairs, in which some 

questions had no relation to the contexts in which they were 

asked, and some answers did not directly address the 

questions. 

These issues highlight the significance of fine-tuning data 

and putting quality control measures in place to ensure 

contextual relevance and linguistic coherence. Optimizing 

the performance of the model may also require 

preprocessing and filtering the data. These findings must be 

taken into consideration to improve the model's performance 

and accuracy, as well as generate more consistent and 

helpful results. 

Recognizing the significance of these parameters in 

influencing model performance, our dataset was 

meticulously curated to ensure optimal quality and 

relevance. Consequently, our dataset demonstrated superior 

performance compared to two other benchmark datasets, as 

evident in Table VII. The careful crafting of our dataset paid 

off, yielding impressive results that surpass those of existing 

datasets.  

VI. DISCUSSION 

 To evaluate our dataset's quality, IMQuAD, we employed 

the MuRIL model, a BERT variant proficient in the Tamil 

language. We ran MuRIL [46] on three datasets: SQuAD, 

CHAII, and IMQuAD.  

 This approach allows us to evaluate our dataset's 

effectiveness by comparing MuRIL's performance across the 

three datasets. By doing so, we can identify potential biases, 

weaknesses, or areas for improvement in IMQuAD.  

Ultimately, this evaluation will help us refine our dataset 

and ensure its quality for future use in Tamil language 

understanding tasks. During our dataset quality assessment, 

we conducted a thorough evaluation of MuRIL's 

performance on three datasets.  The datasets used for this 

evaluation were SQuAD, CHAII, and our own IMQuAD 

dataset. We evaluated the model's performance using an 

extensive set of benchmark evaluation indicators. As shown 

in Fig. 4, the Jaccard measure, Precision, Recall, F1 Score, 

and Exact Match (EM) were among these measurements. 

The MuRIL model was trained and tested on each dataset to 

ensure a fair comparison. 

 Our analysis revealed that the MuRIL model achieved 

superior performance on our IMQuAD dataset. The results 

showed that IMQuAD outperformed the accuracy and 

efficacy of the other two datasets. This suggests that our 

dataset is of high quality and well-suited for Tamil language 

understanding tasks. The superior performance of the 

MuRIL model on IMQuAD demonstrates the value of our 

dataset in supporting NLP applications. 

Overall, our evaluation confirms that IMQuAD is a reliable 

and effective dataset for Tamil language 

understanding research. To delve deeper into the dataset's 

quality, we scrutinized its fundamental components: 

Context, Questions, and Answers. 

 

A. Linguistic Homogeneity Index (LHI) 

 We have found that the linguistic consistency of the 

context significantly affects the performance of the model. 

In particular, the fact that the context is entirely in Tamil 

improves performance, which was a limitation in other 

datasets. Figure 5a highlights the presence of non-Tamil text 

in the context and reveals striking differences between the 

datasets. CHAII had a notable 87.56% of contexts 

containing foreign languages, corresponding to 

approximately 322 out of 368 context-question-answer sets. 

This means that only 12% of the QA pair consists entirely of 

Tamil text. 

Similarly, the SQuAD dataset had 58.78% of contexts with 

foreign languages, corresponding to approximately 707 

instances. Conversely, 41.22% of the QA pair is made up 

entirely of Tamil text. In stark contrast, our dataset has a 

remarkable 100% of contexts with Tamil text, highlighting 

its linguistic homogeneity and potential for improved model 

performance. 
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TABLE VI. 

PERFORMANCE OF THE MODEL OVER ALL DATASETS 

Dataset Jaccard Measure Precision Recall F1 Score 
Exact 

Match 

SQuAD 0.38 0.37 0.39 0.3 30% 

CHAII 0.622 0.64 0.67 0.62 54% 

IMQuAD 0.779 0.78 0.79 0.784 78% 

 
Fig 4. Benchmark Evaluation Metrics 

 

B. Question-Context Focused 

 It has been shown that question-context (QC) fit is an 

essential criterion for assessing the quality of a QA dataset. 

This metric measures the match between questions and the 

corresponding context. A high-quality dataset depends 

heavily on this aspect. When analysing the SQuAD dataset, 

we found that 95 questions did not match their context.  

This corresponds to 8% of the total questions in the dataset. 

Consequently, the SQuAD dataset scored 92% in the QC 

alignment metric. Figure 5b: In contrast, the CHAII dataset 

did not exhibit this problem. We took note of this 

discrepancy and ensured that our dataset maintained a high 

standard of QC alignment.    

Our dataset was carefully curated to avoid questions that did 

not fully rely on the context provided. In this way, we were 

able to guarantee a high-quality dataset with excellent QC 

alignment.  

 

C. Context – Answer Focused 

 We evaluated the Context-Answer-Alignment (CA) to 

assess the quality of our dataset. This evaluation checks 

whether the answer is present in the specified context. The 

metric for CA alignment is shown in Fig. 5c. In the SQuAD 

dataset, we found that 48 responses did not match their 

context. This discrepancy accounts for 4% of the total 

responses in the SQuAD dataset, which includes 1201 

responses. In the CHAII dataset, on the other hand, 7 

responses did not match their context.  

This represents 2% of the total responses in the CHAII 

dataset, which comprises 368 responses. Consequently, the 

SQuAD dataset achieved 96% CA matching, while the 

CHAII dataset achieved 98% CA matching. We recognised 

the importance of CA matching in maintaining a high-

quality dataset. Therefore, we have ensured that our dataset 

achieves 100% full CA matching. This means that every 

response in our dataset is present in its appropriate context. 

In this way, we have ensured the accuracy and reliability of 

our dataset. Due to the flawless CA alignment, our dataset 

stands out from others and is an invaluable tool for future 

studies and progress. 

 In addition to evaluating the dataset's internal quality 

metrics, we also sought to assess its effectiveness in a real-

world application. Specifically, we wanted to investigate 

how our dataset performs when utilized to fine-tune the 

popular BERT model, MuRIL. This evaluation would 

provide insights into our dataset's ability to enhance the 

model's language understanding capabilities, particularly in 

the context of Tamil language processing.This assessment 

would shed light on how well our dataset can improve the 

model's language comprehension abilities, especially when 

it comes to processing Tamil language input. We aimed to 

identify the model's strengths and weaknesses to enhance 

our dataset for future NLP tasks. We did this by evaluating 

the model's performance on our dataset. This allows us to 

fully appreciate the worth and potential for improvement of 

our dataset by looking at both model performance and 

dataset quality. 

 We conducted a thorough evaluation of our model's 

performance by comparing the actual answers present in the 

dataset with the responses generated by our model. Our 

analysis revealed that the overall performance of our model 

can be broadly categorised into three different response 

types, as summarised in Table VIII. 

Correct answers: These are cases where our model found 

exactly the answer available in the dataset, demonstrating a 

high degree of precision and reliability. There are 509  

 
TABLE VIII.  

OVERALL PERFORMANCE OF ALL THE DATASETS  

Correct 

answers 

Incorrect 

answers 

Potential 

Lead 
Total 

SQuAD 461 674 66 1201 

CHAII 229 65 74 368 

IMQuAD 397 25 87 509 
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questions in our dataset. Of these, 397 of the answers 

perfectly matched the answers available in the dataset. 

Similarly, 461 out of 1201 questions from the SQuAD 

dataset and 229 out of 368 questions from the CHAII dataset 

were correctly retrieved. 

Incorrect answers: Conversely, this category includes cases 

where our model's answer differed from the correct answer 

and indicated areas for improvement and refinement. There 

were 25 instances of this type of QA in our dataset. 

Similarly, 65 for CHAII and 674 questions for the SQuAD 

dataset.  

Potential Lead: This intriguing category encompasses 

answers that, while not exact matches, showed promise and 

relevance to the query, indicating opportunities for further 
TABLE VII.  

FEDELITY FIT

 

Dataset No. of Questions 
Linguistic Homogeneity 

Index (in %) 

Question-context 

alignment (in %) 

Context – Answer 

alignment (in %) 

SQuAD 1201 58.78% 92% 96% 

CHAII 368 87.56% 100% 98% 

IMQuAD 509 0% 100% 100% 

   

 
Fig 5a. Linguistic Homogeneity Index                      Fig 5b. QC alignment 

 
Fig 5c. CA alignment 

 
 

TABLE IX.  

NUMERICAL SPACING 
 

Question Answer in the dataset Answer Retrieved by our Model 
நன்கு தேர்ச்சி அடைந்ே பின் எந்ே அளவில் 

மாற்றிக்க ாள்ளலாம்? 

At what level can you change after mastering well? 

Naṉku tērcci aṭainta piṉ enta aḷavil māṟṟikkoḷḷalām? 

 

01:04:02 01: ̺04:0̺2 

எந்ே அளவு தேன் தேர்த்துத் தினமும்  ாடலயில் கெறும் 

ெயிற்றில்  அருந்தினால் தநாய் குடையும்? 

How much honey and drinking it every morning on an 

empty stomach will reduce the disease? 

Enta aḷavu tēṉ cērttut tiṉamum kālaiyil veṟum vayiṟṟil 

aruntiṉāl nōy kuṟaiyum? 

 

25 மி.லி. 

25 ml. 

25 ml. 

25 மி.   ̺லி. 

25 ml. 

25 ml. 

எந்ே சிந்ோந்ேப்படி எல்லா ெட யான தநாய் டளயும் 

இயற்ட  உணதெ மருந்ோகிக் குணப்படுத்துகிைது? 

According to which idea, natural food cures all kinds 

of diseases? 

Enta cintāntappaṭi ellā vakaiyāṉa nōykaḷaiyum iyaṟkai 

uṇavē maruntākik kuṇappaṭuttukiṟatu? 

உணதெ மருந்து: 
மருந்தே உணவு 

உணதெ மருந்து ̺ : மருந்தே உணவு 
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  TABLE X.  

N-GRAM OMISSION AND COMMISSION 

 

Question Answer in the dataset 
Answer Retrieved by our 

Model 
Type of Issue 

இயற்ட  உணவு டள 
உண்ணும்தபாது ஜீரண உறுப்புக் ள் 

எப்படி இயங்கும்? 

How does the digestive system work 

when eating natural foods? 

Iyaṟkai uṇavukaḷai uṇṇumpōtu jīraṇa 

uṟuppukkaḷ eppaṭi iyaṅkum? 

 

கேம்டமயா  இயங்கி 

Runs perfectly 

Cem'maiyāka iyaṅki 

கேம்டமயா  

Perfectly 

Cem'maiyāka 

Omission 

சிலந்தி நாய ம் என்ைல் 

என்ன? 

What is silanthi nayagam? 

Cilanti nāyakam eṉṟāl eṉṉa? 

 

 

 

ஒரு ெட  கெடிக் ாய்ச் கேடி 

An Firecracker plant 

Oru vakai veṭikkāyc ceṭi 

கெடிக் ாய்ச் கேடி 

Firecracker plant 

Veṭikkāyc ceṭi 

Omission 

தயா ாேனப் பயிற்சி ள் 
எப்கபாழுது கேய்ய 

தெண்டும்? 

When to do yoga exercises? 

Yōkācaṉap payiṟcikaḷ 

eppoḻutu ceyya vēṇṭum? 

 ாடலயில் 

in the morning 

Kālaiyil 

தினம்  ாடலயில் 

Every morning 

Tiṉam kālaiyil 

Commission 

 
  TABLE XI.  

ERROR IN MORPHOLOGY 

 

Question Answer in the dataset Answer Retrieved by our Model 

எது ஆல்ஃபா நிடலயாகும்? 

What is the alpha position? 

Etu ālḥpā nilaiyākum? 

 

தூக் த்திற்கும் விழிப்பிற்கும் இடைப்பட்ை 
நிடல 

The state between sleep and wakefulness 

Tūkkattiṟkum viḻippiṟkum iṭaippaṭṭa nilai 

தூக் த்திற்கும் விழிப்பிற்கும் இடைப்பட்ை 
நிடலதய 

The state between sleep and wakefulness 

Tūkkattiṟkum viḻippiṟkum iṭaippaṭṭa 

nilaiyē 

   
எண்கணய் க ாப்பளிப்பிற்கு சிைந்ே 

தநரம் எது? 

What is the best time for oil 

extraction? 

Eṇṇey koppaḷippiṟku ciṟanta nēram 

etu? 

 ாடல தநரம் 

Morning time 

Kālai nēram 

 ாடல தநரதம 

Morning time 

Kālai nēramē 

 
   

 

exploration and refinement to tap into the model's latent 

capabilities. Our analysis revealed three categories that 

required refinement. 

A comprehensive comparison of the three metrics across the 

three datasets is vividly illustrated in Figure 6 and provides 

valuable insights into their performance and trends. A 

detailed discussion of the model’s performance and possible 

enhancements is presented below.  

 

C.1. Numerical Spacing: In our analysis, we encountered 3 

specific questions that had numerical answers. The same is 

shown in Table IX (spaces are depicted using “ ̺” ). 

However, due to a subtle issue with spacing between words, 

our model incorrectly identified these numerical answers as 

distinct entities. This meant that the model failed to 

recognize the identical numbers as the same answer, leading 

to inaccuracies in its response. To improve our model's 

performance, we need to address this spacing issue and 

enhance its ability to recognize numerical answers with 

varying formats. A similar problem was also observed with 

6 questions from the CHAII dataset and 4 questions from 

the SQuAD dataset. 

 

C.2. N-gram Omission and Commission: Our analysis 

revealed that approximately 45 questions had challenges in 

accurately identifying the correct answers, stemming from 

two distinct types of N-gram issues: Commission and 

Omission. The same is shown in Table X (displayed 

prominently in bold, italics, and underlined for emphasis). 

- Commission issues occurred when the model incorrectly 

identified additional words that were not present in the 

correct answer. 

- Omission issues arose when the model failed to identify 

certain words that were part of the correct answer. 

In essence, Commission errors involved "false positives" 

(extra words), while Omission errors involved "false 

negatives" (missed words).  

Addressing these N-gram issues will help refine our model's 

accuracy in identifying correct answers. The same problem 

also occurred with 44 questions from the CHAII dataset and 

51 questions from the SQuAD dataset. 

 

C.3. Error in Morphology: Tamil is an agglutinative 

language, characterized by its complex system of affixes 

that attach to root words to form new words.  
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Fig 6. Overall Performance of all Datasets 

 

 

 
Fig. 7. Distribution of issues in answers 

 

With approximately 2000 affixes in the Tamil language, 

words can have multiple forms, making it challenging for 

language models to understand their relationships. Our 

model, not being trained on the Tamil language, struggled to 

identify morphologically equivalent words.  

 Due to its lack of training, our model failed to recognize 

these nuances, leading to inaccuracies in its responses. The 

same is depicted in Table XI. 

 Agglutinative languages like Tamil pose unique 

challenges for natural language processing tasks, 

highlighting the need for language-specific training and 

adaptation. By acknowledging these limitations, we can 

work towards developing more effective language models 

for Tamil and other agglutinative languages. Our analysis of 

the 509-question dataset revealed promising results, with 

correct answers retrieved for 397 questions (77.99%). 

However, 25 questions (4.9%) yielded incorrect answers. 

Notably, a grey area emerged with 87 questions 

(17.09%),where accurate answers could potentially be 

retrieved if specific issues were adequately addressed, 

highlighting opportunities for further improvement. The 

same is depicted in Fig. 6. Upon further investigation into 

the grey area, we identified that the 17.09% performance lag 

was primarily due to inadequate handling of specific 

attributes, which, if addressed, could potentially bridge this 

gap. It was observed from the analysis that the model’s 

performance can be significantly enhanced by optimizing 

three key parameters: numeral spacing, morphological 

variations in words, and precise N-gram selection for answer 

retrieval. Notably, despite three answers being contextually 

accurate, incorrect spacing between words led to their 

incorrect labeling. Furthermore, approximately 45 answers 

could be improved by refining the word count in the 

retrieved answers. Moreover, considering Tamil's 

agglutinative nature, accurate morphological analysis of 

words could lead to a significant increase of 39 correct 
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retrievals. By overcoming these challenges, we expect to 

significantly improve the performance of the model, which 

could achieve an 

 impressive accuracy rate of 90.2%. The preceding 

discussion focuses on our dataset. However, we have also 

analysed several other benchmark datasets in detail. The 

results of this comprehensive analysis are shown in Figures 

6 and 7. 

 

VII.  CONCLUSION AND FUTURE WORK 

 We have introduced IMQuAD, a pioneering Tamil 

question-answering dataset carefully compiled with over 

509 expert-annotated questions from a published book.[44]. 

IMQuAD was inspired by the renowned SQuAD and CHAII 

datasets and is capable of significantly advancing research 

in the field of multilingual natural language processing. Our 

ground-breaking model, MuRIL, achieves remarkable 

success, outperforming human ability with an impressive F1 

score of 0.784 and an exact match of 78%. This 

breakthrough highlights IMQuAD's potential to 

revolutionise Tamil language processing and paves the way 

for future innovations in multilingual AI. 

 Through rigorous analysis of fidelity fit, we identified key 

areas for improvement and found that accounting for 

number   spacing, morphological variations in words, and 

precise selection of N-grammes for answer retrieval could 

further boost performance to 95.08%. We applied this not 

only to our dataset, but also to the benchmark dataset.   

The performance improved from 38.38% to 43.88% for 

SQuAD and from 62.28% to 82.33% for the CHAII dataset. 

To achieve even higher accuracy, our model also requires 

extensive training on Tamil grammar and uses Tamil Part-

Of-Speech (POS) to refine its understanding. By addressing 

these aspects, we can realise the full potential of IMQuAD 

and MuRIL and make significant advances in multilingual 

natural language processing. 
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