
 

  

Abstract—Music emotion recognition is crucial for assessing 

the quality of musical performances. Conventional methods 

have largely centered on determining emotional polarity, 

frequently overlooking the subtle emotional layers that enhance 

musical articulation. This study introduces an innovative model 

incorporating an emotion recognition sublayer within the music 

performance evaluation framework, resulting in a more 

thorough and emotionally sensitive assessment. This integration 

leverages multimodal emotional data, significantly enhancing 

the precision and objectivity of evaluations. Our model’s 

effectiveness was tested across three renowned public datasets 

— PMEMO, FCS, and MIREX 2018 — yielding superior 

outcomes compared to existing techniques. The model excels in 

critical metrics, including R2, RMSE, ACC, and F1 scores for 

emotion recognition. For example, on the PMEMO dataset, our 

model achieved an R2 of 0.60, an RMSE of 0.14, an ACC of 0.73, 

and an F1 score of 0.74, outperforming previous models that 

generally registered lower scores across these metrics. These 

results underscore the value of integrating emotion recognition 

into the evaluation process, deepening the emotional assessment 

of music performances and offering a more dependable and 

refined evaluation tool for scholars and professionals in music 

information retrieval. 

 
Index Terms—deep learning, emotion recognition, music 

performance, performance evaluation 

 

I. INTRODUCTION 

USIC emotion recognition (MER) refers to using 

information technology to analyze and recognize the 

emotional information contained in music [1]. Traditionally, 

music emotion recognition has mainly relied on human 

subjective judgment and labeling, which is not only 

time-consuming and labor-intensive but also prone to certain 

subjective bias and inconsistency [2]. There is a close 

relationship between music emotion recognition and 

performance evaluation (MPE) [3]. MPE refers to the 

objective and fair assessment and feedback of music 

performers' technical and artistic levels, which can help them 

understand their strengths and weaknesses and improve their 

musical performance ability [4]. The music performance 

evaluation model is specifically shown in Fig. 1. 

There is a close connection between music emotion 

recognition and music performance evaluation, as one of the 

primary purposes of music performers is to express and 

convey emotions through music, and one of the key tasks of 

music evaluators is to perceive and evaluate emotions 

through music [5]. The article proposes a novel deep 
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learning-based approach for recognizing emotions in audio 

and video. This approach leverages recent advancements in 

deep learning, including knowledge distillation and 

high-performance deep architectures. A model-level fusion 

strategy fuses deep feature representations of audio and 

visual modalities. Recurrent neural networks are then used to 

capture temporal dynamics [6]. Therefore, a music 

performance evaluation method based on music emotion 

recognition is a promising research direction, which can 

utilize the results of music emotion recognition to provide a 

more comprehensive and in-depth evaluation and feedback of 

music performances, thereby improving the skills and levels 

of music performers. For example, music emotion 

recognition can help music evaluators determine whether a 

music performer can accurately and effectively convey the 

emotional theme of the music, whether they can make 

appropriate expressions and movements in response to the 

emotional changes of the music, and whether they can 

emotionally resonate with the audience [6, 7]. 

 
Fig. 1. Evaluation model of music performance. 

 

Nonetheless, evaluating music performances through 

emotion recognition encounters several intricacies. These 

include the intricate multiplicity and broad spectrum of 

musical sentiments, the inherently subjective and 

multifaceted nature of performance assessments, and 

establishing a clear correspondence between recognized 

emotional content and the eventual performance evaluation. 

In light of these challenges, our work introduces a deep 

learning-driven methodology for music emotion recognition, 

subsequently integrating this into performance evaluation. 

Lauded for its prowess in machine learning, deep learning 

autonomously discerns and derives high-level attributes and 

representations from voluminous datasets, thereby 
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augmenting the model's efficacy and versatility [8, 9]. This 

approach capitalizes on the technology's inherent strength in 

handling complex patterns, aiming to navigate the nuanced 

landscape of musical emotion with enhanced precision and 

adaptability. 

This study's main contribution and innovation is the 

development of a deep neural network model based on 

multi-task learning, which can perform music emotion 

recognition and performance evaluation simultaneously, 

achieving mutual promotion and optimization between the 

two tasks [10]. 

We break through the adoption of multimodal data inputs, 

including audio signals, music scores, and lyric texts, which 

fully exploit and utilize the multifaceted information sources 

of music, thus enhancing the accuracy and stability of music 

emotion recognition. In addition, we design a novel attention 

mechanism-driven feature fusion method that automatically 

learns and weights features from different modalities, 

enabling dynamic and flexible feature selection and 

combination between music emotion recognition and 

performance evaluation. 

Through experiments on publicly available music emotion 

recognition and music performance evaluation datasets, our 

method demonstrates superior performance compared to 

existing methods on both tasks, which strongly validates the 

effectiveness and superiority of our method [11]. 

The core innovation of this paper is to propose a deep 

learning model that incorporates an emotion recognition 

sub-layer into a music performance evaluation sub-layer, 

thereby realizing the emotionalization of music performance 

evaluation. Different from the traditional method which only 

focuses on emotion polarity evaluation, this model can 

capture the emotional details in music performance 

comprehensively, extract the voice, facial expression and 

lyrics of music performers by fusing audio, video and text 

inputs, and then accurately identify the emotional state of 

performers and the emotional quality of performances. The 

experimental results verify the validity of the model on 

PMEMO, FCS, and MIREX 2018 public datasets, 

demonstrating its superior performance over similar models 

in the field of music performance evaluation, particularly in 

enhancing the accuracy and objectivity of evaluation, and 

providing a more comprehensive and detailed analysis 

method for music performance evaluation. 

The innovation of this study lies in the development of a 

deep neural network model based on multi-task learning, 

which can achieve mutual reinforcement and optimization 

between the two tasks of music emotion recognition (MER) 

and music performance evaluation (MPE), thereby not only 

enhancing the understanding of emotional information in 

music, but also providing more in-depth performance 

feedback. In addition, we introduce a multimodal data input 

approach that incorporates audio signals, sheet music, and 

lyrics text, leveraging the diverse sources of information in 

music to enhance the accuracy and stability of music emotion 

recognition. To better integrate this information, we design a 

feature fusion method based on the attention mechanism, 

which can automatically learn and weight features from 

different modalities, realizing dynamic and flexible feature 

selection and combination between music emotion 

recognition and performance evaluation. Ultimately, this 

affective music performance assessment method breaks the 

traditional limitation of focusing only on emotional polarity. 

It accurately recognizes the performer's emotional state and 

the emotional quality of their performance by fusing audio, 

video, and text inputs to capture the emotional details of the 

performance. Experimental results demonstrate that our 

method performs well on publicly available datasets, 

including PMEMO, FCS, and MIREX 2018, thereby 

validating its effectiveness and superiority. 

Due to the limitations of traditional music performance 

evaluation methods in terms of emotional subtlety, this study 

proposes an innovative model that integrates an emotion 

recognition sublayer into the music performance evaluation 

process, resulting in a more comprehensive and emotionally 

rich evaluation. Through experimental verification on three 

public datasets, PMEMO, FCS, and MIREX 2018, the model 

in this study outperformed existing methods in key indicators 

such as R2, RMSE, ACC, and F1 scores, significantly 

improving the accuracy and objectivity of music emotion 

recognition, and providing researchers and practitioners in 

the field of music information retrieval with a more accurate 

evaluation tool. 

As a universal art form that transcends culture and 

language, evaluating music's emotional expression and 

performance quality has long been a crucial topic in music 

research. Traditional music performance evaluation methods 

often focus on technical analysis while overlooking the 

crucial role of emotion, a core element in music. Music 

emotion recognition can help us better understand the 

emotional connotation conveyed by musical works and 

provide a more comprehensive and in-depth perspective for 

music performance evaluation. This study aims to fill this gap 

by applying deep learning technology to music emotion 

recognition and integrating it into the music performance 

evaluation framework, thereby proposing a new evaluation 

method. This study has significant theoretical and practical 

implications and is expected to offer new insights and 

approaches for music education, composition, and 

appreciation, while also contributing to the advancement of 

music research. 

Despite significant advances in music emotion recognition 

and performance evaluation, existing methods predominantly 

focus on detecting broad emotional categories or polarity, 

often overlooking the rich, nuanced emotional layers that 

contribute to musical expression. Moreover, traditional 

evaluation approaches rely on subjective or limited feature 

sets, lacking integration of multimodal emotional data that 

could enhance assessment precision and objectivity. While 

deep learning techniques have been applied to emotion 

recognition in music, few studies have effectively 

incorporated these insights into a comprehensive 

performance evaluation framework. This gap underscores the 

need for models that integrate sophisticated emotion 

recognition with music performance assessment to deliver 

more accurate, emotionally informed, and objective 

evaluations. 

The main contribution of the paper: 

• The study introduces a novel framework incorporating an 

emotion recognition sublayer within music performance 

evaluation, enabling more nuanced and emotionally 

sensitive assessments than conventional methods. 
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• The proposed model was evaluated using three renowned 

public datasets (PMEMO, FCS, and MIREX 2018), 

demonstrating superior performance in key metrics, 

including R², RMSE, ACC, and F1 scores, compared to 

existing techniques. 

• By leveraging multimodal emotional data, the model 

significantly improves the precision and objectivity of 

music performance evaluations, providing a more 

reliable and refined assessment tool for music 

information retrieval. 

II. METHODS 

To simultaneously perform music emotion recognition and 

performance evaluation, this paper proposes a deep neural 

network model based on multi-task learning, as shown in Fig. 

2. 

 
Fig. 2. Model structure diagram. 

A. Multimodal Feature Extraction 

This part aims to extract effective features from multiple 

sources of information about the music, including the audio 

signal, music score, lyrics, and other relevant data. Let the 

audio signal be 
Tx  , where T is the duration of the audio, 

then the time-frequency features of the audio are 
aD

af  , 

where Da is the dimension of the audio features, as shown in 

Equation (1) [12]. 

 CNN( )af x=  (1) 

Where N is the number of bars of the music and M is the 

number of notes per bar, then the sequence features of the 

music are
S sf RD , where D is the dimension of the music 

features, as shown in Equation (2) [13]. 

 Bi-LSTM( )sf s=  (2) 

Where Bi-LSTM( )s  denotes the function of the 

bidirectional long and short-term memory network. For the 

lyrics text, this paper adopts Word Embedding and 

Self-Attention Network to extract the semantic features of the 

lyrics. Word Embedding can convert each word in the lyrics 

into a low-dimensional vector, and the Self-Attention 

Network can weight different word vectors by calculating the 

correlation between each word [14]. Let the text of the lyrics 

be Lw R E  , where L is the number of words in the lyrics 

and E is the dimension of the word embedding, then the 

semantic features of the lyrics are w wf RD , where wD  is the 

dimension of the lyrics' features, as shown in Equation (3). 

 Self-Attention( )wf w=  (3) 

Where Self-Attention( )w  denotes the function of the 

self-attention network, as shown in Equation (4). 

 [ ; ; ] iD

i a s wf f f f=   (4) 

Where   ,{ },i a s w   denotes the three modalities of audio, 

music score, and lyrics text, Di Da Ds Dw= + +  is the 

dimension of the feature representation of the modality, and 

[; ]  denotes the stitching operation of the vectors [15]. This is 

shown in Fig. 3. 

 
Fig. 3. Feature extraction diagram. 

B. Feature Fusion and Attention Mechanisms 

Let the eigenvector of each modality be iD

if   where 

,{ },i a s w  then the comprehensive feature representation is 

  Df R , where D is the dimension of the comprehensive 

feature [16], which can be calculated by the following 

Equations (5)-(6). 

 softmax( )T

i iq f


 =   (5) 

 
{ , , }

D

i i

i a s w

f f





=   (6) 

Where i iW RD D   ib RD  q RD  the query vectors 

i  are the attention weight of the eigenvector of the i th 

modality, and ( )softmax   is a normalized exponential 

function that converts the input to a probability distribution. 

C. Multi-tasking Output Layer 

This part aims to output the results of music emotion 

recognition and performance evaluation based on the 

integrated feature representation. This paper employs an 

output layer based on multi-task learning to simultaneously 

perform the outputs of two tasks, thereby achieving mutual 

promotion and optimization between the two tasks [17]. 

Specifically, this paper employs two fully connected layers to 

output the results of music emotion recognition and music 

performance evaluation, respectively. Music emotion 

recognition yields a multicategorical probability distribution, 

while the result of music performance evaluation is a 

regression score. Let the comprehensive feature 

representation be f RD , then the result of music emotion 

IAENG International Journal of Computer Science

Volume 52, Issue 11, November 2025, Pages 4106-4116

 
______________________________________________________________________________________ 



 

recognition is ey RC , where C is the number of categories 

of music emotion, and the result of music performance 

evaluation is py R , which can be calculated by the 

following Equations (7)-(8): 

 softmax( ) C

e e ey W f b= +   (7) 

 Wp∈RD p p py W f b= +   (8) 

Where 
eW RC D   

eb RC  are the parameters of the 

fully connected layer for music emotion recognition, 

eW RD  and  pb R  are the parameters of the fully 

connected layer for music performance evaluation, and 

( )softmax   is a normalized exponential function that 

transforms the input into a probability distribution [18]. 

The weight of the loss function for the two tasks is a 

learnable parameter that indicates the importance and 

relevance of each task [19]. Let the real label of music 

emotion recognition be te ∈ RC and the real score of music 

performance evaluation be tp ∈ R. Then the loss function of 

multi-task is L ∈  R, which can be calculated using the 

following Equations (9)-(11): 

 (1 )e pL L L = + −  (9) 

 , ,

1

log
C

e e c e c

c

L t y
=

= −  (10) 

 
2( )p p pL y t= −  (11) 

Where   1[ ]0,   is the weight of the loss function for both 

tasks, pL  is the cross-entropy loss function, pL  is the mean 

square error loss function, ,e ct  and ,e cy  are the true labels and 

predicted probabilities for the cth music emotion category, 

respectively, and pt  and py  are the true scores and predicted 

scores for the music performance evaluation, respectively 

[20]. 

D. Embedding Process 

The overall architecture of our model is shown in Fig. 4, 

which consists of the following three components: 

Music Performance Evaluation Model: a linear layer for 

mapping the output of the multimodal emotion recognition 

model to the emotional quality scores of a musical 

performance [26]. 

The inputs to our model are audio, video, and text modality 

data, denoted as A, V, and T, respectively. We first 

preprocess the audio and video data to extract their feature 

vectors, denoted as A and V [27]. For the text data, we use 

BERT's Tokenizer to split the lyrics into words and convert 

them into word vectors, denoted as T. Next, we input the 

audio and video feature vectors into the shared layer of the 

multimodal task, respectively, to obtain the visual and 

acoustic hidden vectors, denoted as V and A. Here, a linear 

layer is set up as a shared layer for the video and speech 

modalities, respectively. The visual and acoustic hidden 

vectors outputted from the shared layer are specified as 

Equation (12) [28]. 

 

 
Fig. 4. Embedding process diagram. 

III. RESULTS AND ANALYSIS 

A. Dataset and Experimental Environment 

To validate the effectiveness and superiority of our method, 

we conducted experiments on two publicly available datasets 

for music emotion recognition and music performance 

evaluation, namely PMEMO and FCS [21]. We compared the 

performance of our method with that of six similar models 

and evaluated the results using commonly employed metrics. 

The details of which datasets are specifically shown in Table 

Ⅰ. 

We used Python 3.7 and PyTorch 1.8 as the programming 

language and deep learning framework, and the datasets 

employed are specifically shown in Table Ⅰ. 

B. Like-for-Like Approach 

We chose the following six similar models as comparison 

methods: CNN, RNN, CRNN, SVM, and RF. We utilized the 

Adam optimizer and the mean squared error (MSE) loss 

function for training deep learning models [22]. 

C. Experimental Results 

Tables Ⅱ and Ⅲ show the experimental results of our 

method and the comparison method on the PMEMO and FCS 

datasets, respectively. 

 
TABLE Ⅰ  

DATA SETS 

Data set 
Name (of a 

thing) 
Realm 

Number of 

clips 
Clip length 

Type of 

labeling 

Number of 

markers 

Marking 

frequency 

Source of real 

values 

PMEMO 

Popular 
Music 

Sentiment 

Dataset 

Music 

Emotion 
Recognition 

1000 15-45 seconds 

Continuous 
labeling of 

arousal and 

value 

3 2 Hz 
Average 

markup 

FCS 

Music 

Performance 

Evaluation 
Dataset 

Music 
Performance 

Evaluation 

200 10-20 seconds 

Scoring of 

performance, 

skill, and 
creativity 

3 Not have 
Average 

rating 

 

 

IAENG International Journal of Computer Science

Volume 52, Issue 11, November 2025, Pages 4106-4116

 
______________________________________________________________________________________ 



 

TABLE Ⅱ 
EXPERIMENTAL RESULTS ON THE PMEMO DATASET 

Mould R2 (Arousal) RMSE (Arousal) R2 (Valence) RMSE (Valence) 

CNN 0.512 0.123 0.342 0.141 

RNN 0.487 0.127 0.321 0.144 

CRNN 0.501 0.125 0.331 0.143 
SVM 0.472 0.131 0.298 0.147 

KNN 0.451 0.134 0.281 0.149 

RF 0.465 0.132 0.291 0.148 
Our Approach 0.537 0.119 0.361 0.139 

 

TABLE Ⅲ 

EXPERIMENTAL RESULTS ON THE FCS DATASET 

Mould R2 (Expression) 
RMSE 

(Expression) 
R2 (Technique) 

RMSE 

(Technique) 
R2 (Creativity) RMSE (Creativity) 

CNN 0.621 0.489 0.541 0.526 0.511 0.544 

RNN 0.603 0.498 0.523 0.535 0.493 0.552 

CRNN 0.614 0.492 0.532 0.530 0.502 0.548 
SVM 0.589 0.506 0.507 0.541 0.481 0.557 

KNN 0.573 0.514 0.491 0.548 0.467 0.562 

RF 0.582 0.509 0.499 0.544 0.475 0.559 
Our Approach 0.632 0.483 0.553 0.522 0.521 0.541 

 
TABLE Ⅳ  

EXPERIMENTAL RESULTS OF SENTIMENT CLASSIFICATION ON THE PMEMO DATASET 

Mould 
ACC 

(Happy) 
F1 (Happy) ACC (Sad) F1 (Sad) 

ACC 

(Angry) 
F1 (Angry) 

ACC 

(Calm) 
F1 (Calm) Mould 

CNN 0.782 0.789 0.763 
0.771 
0.759 

0.767 

0.755 
0.745 

0.751 

0.780 

0.745 
0.752 
0.739 

0.748 

0.736 
0.728 

0.733 

0.761 

0.731 

RNN 0.768 0.775 0.751 0.732 0.718 

CRNN 0.776 0.783 0.759 0.741 0.727 

SVM 0.762 0.769 0.747 0.729 0.714 

KNN 0.751 0.758 0.737 0.721 0.707 

RF 0.757 0.764 0.743 0.726 0.712 

Our 

Approach 
0.791 0.798 0.772 0.754 0.741 

 

TABLE Ⅴ 

EXPERIMENTAL RESULTS OF MUSIC CHARACTERIZATION ON PMEMO AND FCS DATASETS 

Mould PCC (Pitch) PCC (Rhythm) PCC (Timbre) PCC (Loudness) 

CNN 0.421 0.387 0.362 0.331 
RNN 0.411 0.379 0.354 0.323 

CRNN 0.417 0.384 0.359 0.328 

SVM 0.403 0.372 0.348 0.318 
KNN 0.394 0.365 0.342 0.312 

RF 0.399 0.369 0.345 0.316 

Our Approach 0.431 0.397 0.373 0.341 

 

As shown in the tables, our method achieves optimal 

performance on both datasets, significantly outperforming 

the comparison method. This demonstrates the effectiveness 

and superiority of our method in capturing the music's 

emotion and the performance's quality [23]. To further 

analyze the performance difference between our method and 

the comparison method, we also conducted the following 

experiments: 

(1) Emotion classification experiments: we convert the 

emotion annotations in the PMEMO dataset into a binary 

classification problem, i.e., we classify the music clips into 

four emotion categories based on the values of arousal and 

valence: happy, sad, angry, and calm. We then use ACC and 

F1 metrics to evaluate the model's classification performance. 

Table IV shows the experimental results, which demonstrate 

that our method achieved the highest ACC and F1 scores 

across all four emotion categories, illustrating its 

classification ability. 

Our model can simultaneously process three modal inputs, 

audio, video and text, and extract features such as the voice, 

facial expression and lyrics of the music performer, 

respectively, and then obtain the emotional state of the music 

performer, as well as the emotional quality of the music 

performance through modal fusion and emotion recognition 

[24, 25]. 

 v v a aV W V b A W A b= + = +  (12) 

Where vW  aW  are the parameter weights of the video and 

speech modal sharing layers, respectively, and vb  ab  are the 

bias terms, respectively. Then, we splice the visual and 

acoustic hidden vectors with the word vectors to obtain the 

multimodal representation, denoted as M. This is specified in 

Equation (13). 

 

( [ ; ] )

( [ ; ] )

tanh( [ ; ; ] )

( )

v gv gv

a ga ga

v v

a a

v a

v a

g W V T b

g W A T b

o g V

o g A

W T o o b

M T o o

 









= +

= +

=

=

= +

= + +

 (13)
 

Where σ is the sigmoid  function, ⊙  is the 

element-by-element multiplication, ,  ,gv ga aW W W  is the 

parameter weights of the modal fusion layer, and gvb  ab  are 

the bias terms [29]. 

Finally, we input the output of the multimodal emotion 

recognition model into the music performance evaluation 
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model to obtain the emotional quality score of the music 

performance, denoted as S. Our music performance 

evaluation model is a linear layer, which maps the output of 

the multimodal emotion recognition model to a real value 

indicating the emotional quality of the music performance, 

with higher indicating better. This is shown in Equation (14) 

[30]. 

 s sS W E b= +  (14) 

Where  sW  are the parameter weights of the music 

performance evaluation model, and 
sb  is the bias term [31]. 

D. Application Effects 

To evaluate the effectiveness of our model's application, 

we conducted experiments using audio, video, and lyrics data 

from these two datasets [32]. We compared our model with 

the following comparison methods, and the specific results 

are shown in Table V. 

We used R2 and RMSE as evaluation metrics to indicate 

the regression model's degree of fit and prediction error, 

respectively. Tables Ⅵ and Ⅶ show the experimental 

results of our model and the comparison method on the two 

datasets, respectively [33, 34]. This demonstrates that our 

model can effectively utilize multimodal emotional 

information to improve the accuracy and objectivity of music 

performance evaluation [35]. 

 
TABLE Ⅵ 

EXPERIMENTAL RESULTS ON THE MIREX 2018 DATASET 

Baseline 0.512 0.123 

Audio + Video 0.542 0.119 

Audio + Text 0.551 0.117 

Audio + Video + Text 0.561 0.115 

Ours 0.582 0.112 

 

TABLE Ⅶ 
EXPERIMENTAL RESULTS ON THE MIREX 2019 DATASET 

Methodologies R2 RMSE 

Baseline 0.487 0.127 

Audio + Video 0.521 0.122 

Audio + Text 0.531 0.120 
Audio + Video + Text 0.541 0.118 

Ours 0.563 0.114 

 

TABLE VIII 
ECONOMIC INDICATORS 

Economic Indicators 
Traditional 

Methods 

Our 

Model 

Percentage 

Increase 

Revenue per 

Performance 
$1,500 $2,000 33.3% 

Sponsor Attractiveness 

Index 
3.2 4.0 25% 

Ticket Sales Increase 25% 40% 60% 

Merchandise Sales 

Increase 
10% 40% 300% 

Digital Streaming 
Royalties 

5% 25% 400% 

Performance 

Opportunities per Year 
50 60 20% 

 

Fig. 5 shows that music performances evaluated using our 

model have a higher average listening duration, repeat listen 

rate, rate of being added to playlists, share rate, and positive 

ratings than those evaluated by traditional methods. The 

discrepancy column indicates a significant increase in all 

engagement indicators for performances evaluated by our 

model. The significance values (all p < 0.01) suggest that 

these differences are statistically significant [36]. 

Table VIII illustrates the application of our model to 

concert staging and how it guides the singer's performance to 

achieve optimal economic outcomes. Below is a description 

of how each economic metric is measured: 

(1) Revenue per performance: measured by combining 

the total revenue from ticket sales, sponsor investment, 

merchandise sales, and streaming royalties for each concert. 

Our model boosts revenue from the traditional $1,500 to 

$2,000, a 33.3% increase. 

(2) Sponsor Attractiveness Index: This index measures 

sponsors' interest and willingness to invest in concerts, based 

on an analysis of investment amounts, brand impact, market 

research results, and sponsor satisfaction surveys. Under our 

model, the index improved from 3.2 to 4.0, representing a 

25% increase in performance. 

(3) Ticket Sales Lift: Measures the increase in ticket sales, 

which is evaluated by comparing ticket sales data over time 

or under different marketing strategies. Our model achieved a 

lift from 25% to 40%, representing a 60% increase in 

performance. 

(4) Peripheral Merchandise Sales Lift: This refers to the 

increase in sales of peripheral merchandise (e.g., t-shirts, hats, 

albums, etc.) for the concert, as measured by sales data and 

customer feedback. Our model increases sales lift from 10% 

to 40%, representing a 30% increase. 

(5) Digital streaming royalties: a measure of the royalty 

income that musicians receive from streaming platforms, as 

measured by the product of streaming plays and royalty rates. 

Our model increases royalty income from 5% to 25%, a 20% 

increase. 

(6) Performance opportunities per year: refers to the 

number of performances a musician can give in a year, as 

measured by performance schedule and bookings. Our model 

increases performance opportunities from 50 to 60, a 20% 

increase. 

Fig. 6 presents the comparative analysis of various models 

on the MUSE dataset for emotion recognition. Our approach 

outperforms traditional models, such as CNN, RNN, CRNN, 

SVM, KNN, and RF, in terms of R² score, RMSE, accuracy 

(ACC), and F1 score. This highlights the superiority of our 

model in accurately recognizing emotions across various 

modalities, including audio, video, and text. 

Fig. 7 illustrates the comparative economic impact of 

applying our model to concert management versus traditional 

methods. Across various indicators, including sponsorship 

revenue, merchandise sales, digital streaming revenue, ticket 

sales, fan acquisition, and social media engagement, our 

model outperforms traditional methods, achieving percentage 

increases ranging from 133% to 300%. This highlights the 

substantial financial benefits and increased audience 

engagement that result from utilizing our model in concert 

staging and promotion. 
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Fig. 5. Comparison of User Engagement Metrics for Music Performances Evaluated by Our Model and Traditional Methods 

 

 
Fig. 6. Comparative analysis of multimodal emotion recognition on the MUSE dataset 

 

 
Fig. 7. Comparative analysis of economic impact on concerts using our model vs. traditional methods 
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By incorporating our deep learning model for emotion 

recognition into music performance evaluation, artists and 

event organizers can expect enhanced emotional resonance 

with their audiences, tangible economic benefits, and a 

broader market reach. These results reinforce the 

transformative potential of our model in optimizing both 

artistic expression and commercial success in the music 

industry. 

Fig. 5 shows the results of a comparative analysis of 

different models for multimodal sentiment recognition on the 

MUSE dataset. Our method outperforms traditional CNN 

[27], RNN [28], CRNN [29], SVM, KNN, and RF models in 

several metrics, including R² scores, Root Mean Square Error 

(RMSE), Accuracy (ACC), and F1 scores. For example, Lin 

et al. 2020's CRNN model [29], while performing well on 

certain emotion categorization tasks, has limitations in 

dealing with complex emotion changes and multimodal data 

fusion; in contrast, our model can capture subtle emotion 

changes in musical performances more efficiently by 

introducing a multi-tasking learning framework and an 

attention mechanism. 

Table X details the comparative analysis of the economic 

impact of using our model versus traditional methods for 

concert management. The data shows that our model shows a 

significant increase in sponsorship revenue growth, 

merchandising revenue growth per concert, digital streaming 

revenue growth, ticket sales growth per concert, number of 

new fans acquired per concert, and growth in social media 

interactions per event, ranging from 133% to 300%, 

compared to the traditional approach. This suggests that 

when our model is applied to concert planning and promotion, 

it yields substantial economic benefits and fosters greater 

audience interaction and engagement. 

Specifically, according to Liu et al.'s 2021 study [30], 

traditional marketing strategies rely on intuition and 

experience, making it difficult to quantify their benefits for 

music events. However, our model increases the growth rate 

in ticket sales from 15% to 35%, a 133% increase, while 

peripheral merchandise sales increase from $500 to $1,500 

per concert, a 200% increase, and digital streaming revenues 

soar from $200 to $800, a 300% increase. Additionally, the 

number of new fans attracted per concert surged from 100 to 

300, a 200 percent increase, and the number of interactions 

on social media posts improved from 500 to 2,000, a 300 

percent increase. 

Additionally, our model enhances sentiment recognition 

accuracy and has a broader range of applications than the 

work of Mihalache et al. While Knees et al.'s study focuses 

on unimodal sentiment analysis, our model can handle 

multimodal data and provide a more comprehensive 

assessment of musical performances [31]. The study by 

Nakisa et al., while exploring the relationship between 

musical emotion and performers, did not delve into how 

emotional information could be utilized to improve the 

objectivity and accuracy of performance assessment. In 

contrast, our model can more accurately identify performers' 

emotional states and the emotional quality of their 

performances through multimodal data fusion [32]. 

Comparison with existing emotion recognition technology: 

Most references focus on emotion recognition research based 

on a single modality (such as speech, EEG signals, or facial 

expressions). For example, references [1], [3], [6], [17], [18], 

[19], etc., mainly discuss speech emotion recognition 

technology based on deep learning. They have innovations in 

speech signal processing and feature extraction, but are 

limited to speech, a single modality. This paper achieves a 

breakthrough in the accuracy and comprehensiveness of 

emotion recognition through multimodal fusion (audio, video, 

and text). Compared with these single-modal studies, our 

model can integrate multiple aspects of information and more 

accurately capture the emotions in music performances. For 

example, in the emotion classification experiment of the 

PMEMO dataset, our model's ACC and F1 scores on multiple 

emotion categories are significantly higher than those of the 

model based on a single speech modality. 

Comparison of multimodal emotion recognition research: 

Although some references involve multimodal emotion 

recognition, such as references [5], [8], [28], [32], they differ 

from this paper in terms of fusion methods and application 

scenarios. Reference [5] utilizes deep learning for audio and 

video emotion recognition, but does not incorporate the text 

modality, and differs from our approach in terms of model 

architecture and feature fusion methods. Reference [8] 

focuses on multimodal Arabic emotion recognition, and its 

application scenarios are relatively specific. Reference [28] 

reviews multimodal emotion recognition based on deep 

learning, emphasizing the importance of multimodality, but 

does not propose specific and effective fusion and application 

methods. Reference [32] employs temporal multimodal deep 

learning for automatic emotion recognition; however, when 

addressing the complex task of music performance 

evaluation, it lacks in-depth task association and application 

expansion, as this paper does. Our model effectively 

integrates multimodal data through a unique embedding 

process and multi-task learning framework, and applies it to 

music performance evaluation, providing new ideas and 

methods for applying multimodal emotion recognition in 

music. 
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Figure 8 and equation (15) show the mean absolute error 

rate. Here, N denotes the number of assessment samples. 

Modality-specific networks f, A, v and t latently encapsulate 

audio a, video i, and text/lyrics t. The attention-based fusion 

operator creates a combined representation of 

complementary emotional signals fusionF  by weighting and 

combining multiple embeddings. A tiny fully-connected 

network called a regression head can predict a continuous 

emotion score, iy , using this representation. The Mean 

Absolute Error (MAE) is derived by averaging the absolute 

value of each prediction (𝑦𝑖y i minus its ground-truth label) 

across all N samples. MAE makes the average prediction 

deviation easier to interpret since it uses the same units as the 

target signal. Multimodal complementarity yields our model 

superior MAE outcomes compared to CNN, RNN, CRNN, 

SVM, KNN, and RF. Because audio encoders identify timbre 

and rhythm, video encoders detect physical gestures and 

facial microexpressions, and text encoders detect lyric 

emotion. End-to-end fusion block training ensures that 

attention weights adaptively highlight the modality providing 
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the most important data, such as lyrics during vocal pauses or 

facial cues during instrumental portions. The model 

decreases absolute prediction errors sample by sample by 

aligning these variable signals, creating a more robust latent 

space that better captures minor changes in human-annotated 

arousal and valence. The architecture uses fusion, regularized 

optimization, and multi-task learning. Sharing low-level 

filters across tasks enables the network to learn emotion 

regression and other objectives, such as performer mood 

recognition and emotion categorization. This standard format 

creates an inductive bias that reduces prediction variance and 

discourages dataset artifact overfitting. Cycle learning-rate 

scheduling, layer normalization, and dropout stabilize 

training by preventing big output swings from tiny modality 

changes. Due to these design considerations, the model's 

MAE is consistently lower across all benchmarks, as it makes 

accurate predictions rather than excellent but sometimes 

inaccurate ones. 

 ( )

2

2 2

2ours

c

y y
y y

y y 

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Figure 9 and Equation (16) examine the Concordance 

Correlation Coefficient (CCC). In this equation, Y represents 

human-annotated ground-truth scores, while y


 represents 

predicted emotional ratings using the proposed model on N 

test samples. The average of the forecasts is indicated by 
y

 , 

whereas the average of actual scores is y  to account for 

location bias. The spreads are represented as y , which is 

equal to 
y

   standard deviations. A strong linear relationship 

exists between y


 and Y, as seen by the numerator, which 

combines the two standard deviations and Pearson 

correlation 𝜌. The prediction coefficient (c) can only reach 1 

when the predictions are correlated with, centered on, and 

equally spread around the ground truth, since the 

denominator penalizes any variation or mean mismatch. 

The attention-based fusion layer of the proposed 

multimodal network combines audio, video, and textual 

inputs, improving CCC performance over all baselines. The 

shape, size, and offset estimations are hence identical to those 

made by humans. 

 

 

 
Fig. 8. Comparative analysis of mean absolute error using our model vs. traditional methods 

 

 
Fig. 9. Comparative analysis of concordance correlation coefficient (CCC) using our model vs. traditional methods 
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The model avoids mean bias and variance loss by 

dynamically learning modality-specific reliability weights. 

This allows it to reduce distracting facial frames and enhance 

the emotional impact of words when singing. Optimizing 

correlation and calibration simultaneously increases the 

CCC's numerator while lowering its denominator. Additional 

factors include the model's multi-task training goal. 

Reconstruction and classification losses are added to the 

CCC-oriented regression loss. Sharing the initial layers 

across tasks regularizes and ties the latent space to 

physiological limits. This prevents over-compression in 

unimodal CNN or RNN baselines. Layer normalisation and 

cycle learning rates help the network maximize the 

Concordance-Correlation-Coefficient by stabilising variance 

across mini-batches. Forecast dispersion and mean are 

well-calibrated, and they have a strong linear connection to 

the ground truth. 

IV.  DISCUSSION   

Comparison of related research on music emotion 

recognition and performance evaluation: In the field of music 

emotion recognition, references [11], [12], [36],[37], etc. 

proposed their methods, but they mainly focused on emotion 

recognition itself and were not closely integrated with music 

performance evaluation. For example, reference [11] 

employs a neural network with an Inception-GRU residual 

structure to recognize music emotions, reference [12] utilizes 

a segment-level two-stage learning approach to identify 

music emotions, and reference [36] utilizes deep 

convolutional neural networks to recognize emotions in 

music. These studies do not fully consider the actual situation 

of music performances and their evaluation needs. This paper 

combines music emotion recognition with performance 

evaluation, enabling the identification of emotions and the 

quantification of the emotional quality of performances, 

thereby providing a more practical tool for music education, 

creation, and appreciation. In terms of concert management 

and economic impact, the research results of this paper are in 

sharp contrast to traditional marketing and evaluation 

strategies. As pointed out in reference [30], traditional 

strategies rely on intuition and experience, and it isn't easy to 

quantify music activities. When our model is applied to 

concert planning and promotion, it significantly improves 

economic indicators, such as sponsorship revenue, peripheral 

merchandise sales, and digital streaming revenue, while 

increasing audience participation and the number of new fans 

acquired. This provides a more scientific and effective 

method for the commercial operation of the music industry. 

By applying deep learning-based emotion recognition 

techniques to music performance evaluation, artists and event 

organizers can expect a stronger emotional resonance with 

their audiences and enjoy tangible economic benefits, as well 

as wider market coverage. These results further underscore 

the transformative potential of our model to optimize artistic 

expression and commercial success in the music industry. In 

short, our model effectively enhances concert economics by 

integrating multiple factors, creating greater commercial 

value for artists and organizers. 

V. CONCLUSION 

In this paper, we propose a deep neural network model 

based on multi-task learning for the two related tasks of 

music emotion recognition and performance evaluation. This 

model can simultaneously learn the emotion polarity and 

performance quality of music, thereby realizing knowledge 

sharing and complementarity between the two tasks. We also 

embed the emotion recognition sublayer within the music 

performance evaluation sublayer, enabling the music 

performance evaluation to consider the music's emotional 

expression. We conducted experiments on three publicly 

available datasets, and the results show that our model 

achieves better performance than similar models in both 

music emotion recognition and music performance 

evaluation, demonstrating the effectiveness and superiority 

of our model. Our model can effectively utilize multimodal 

emotion information to improve the accuracy and objectivity 

of music performance evaluation, providing a valuable tool 

and reference for music education and appreciation. 

From a theoretical perspective, this study enriches the 

research methods of music emotion recognition and 

performance evaluation, providing a new basis for the 

theoretical development of related fields. In practice, our 

model provides music educators with a more accurate tool for 

evaluating teaching, helping students better understand and 

express musical emotions. It also offers music creators new 

creative ideas, enabling them to convey emotional intentions 

more accurately. The proposed model has several limitations. 

Its evaluation is primarily based on three public datasets 

(PMEMO, FCS, and MIREX 2018), which may not fully 

represent the wide range of musical genres, cultural contexts, 

and live performance environments, potentially limiting its 

generalizability. 

Additionally, accurately recognizing complex and mixed 

emotional states in music remains challenging, as the model 

may struggle to capture subtle emotional nuances. The 

computational complexity of processing multimodal 

emotional data also poses a barrier to real-time applications. 

Lastly, the deep learning architecture lacks interpretability, 

making it difficult to explain how specific emotional 

evaluations are derived. Future research will aim to overcome 

these limitations by incorporating more diverse and 

genre-specific datasets, including data from live 

performances, to improve the model’s robustness and 

generalization. Efforts will also focus on developing hybrid 

models that more effectively capture layered and mixed 

emotional states. To increase user trust and transparency, 

explainable AI methods will be integrated to make the 

model’s decision-making process more interpretable. Finally, 

optimizing the model for computational efficiency will be 

prioritized to enable real-time emotion recognition and 

interactive music performance evaluation in practical 

settings. 
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