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Abstract—This paper proposes a novel image style transfer 

technique based on semantic adaptation to address the 

problems of content image representation and semantic 

information loss during the image style transfer process. 

Specifically, Two modules make up the method: the 

representation transfer module and the semantic transfer 

module. The representation transfer module extracts the 

content image's representation features through context coding. 

The semantic transfer module extracts the content image's 

semantic features by generating an adversarial network. These 

modules effectively preserve the content image’s information at 

both the representation and semantic levels. In comparative 

experiments with various image style transfer methods, our 

proposed method achieves significantly better results. Thus, the 

proposed method effectively retains the representation and 

semantic information of content images during the style 

transfer process. 

 

Index Terms—Deep learning, image style transfer, generative 

adversarial networks, context encoding, semantic adaptation 

 

I. INTRODUCTION 

MAGE style transfer has remained a focal point of 

sustained scholarly attention, with related studies known as 

Non-photorealistic rendering (NPR), which is used for the 

stylization of two-dimensional images[1]. The process of 

transforming a content image into one with a specific artistic 

style is, in essence, image style transfer. The stylized image 

integrates the content image's semantic cues with the style 

image's textural and chromatic details. Although this type of 

technology can imitate certain specific artistic styles and 

produce well-styled images, the models constructed are 

usually too complex. As a result, they cannot be flexibly 

applied to various arbitrary styles and cannot semantically 

model complex textures. With the rapid advancement of deep 

learning technologies in recent years [23, 24], numerous 

methods for image style transfer have emerged and 

demonstrated remarkable achievements. 

Currently, image style transfer can be divided into many 

different types. Among these, the more popular methods 

include those based on the Gram matrix [2-5] and Generative  
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Adversarial Networks (GAN) [6-10]. For the former, in  2016,  

The image optimization-based image style transfer method 

was first proposed by Gatys et al. [11]. This method separates 

and recombines content and style images through 

Convolutional Neural Networks (CNN) and their Gram 

matrices. To accelerate this method, Johnson et al. [12] and 

Ulyanov et al. [13] proposed a model-based image style 

transfer method. Chen et al. [14] explicitly separated the 

content and style information of the image using filters, 

achieving multiple style transfers of the image. By 

implementing a cross-training approach, Zhou et al. [15] 

achieved improved retention of content image details in 

stylized results. However, in an effort to preserve the content 

image's detailed information, these methods have no choice 

but to do so at the cost of reducing the degree of stylization. 

For the latter, Isola et al. [16] proposed a universal model for 

image-to-image transfer tasks, Pix2Pix. This model is based 

on conditional adversarial networks [19] and can effectively 

address a class of issues related to image transformation. Sun 

et al. [18] proposed a new generative adversarial network 

model by introducing and optimizing the squeeze excitation 

residual block and loss function. This model is capable of 

fully expressing the details and facial features of cartoon 

faces. Yue et al. [25] proposed a GANs-based method for 

filling blank bands in electric logging images. This method 

effectively improved the naturalness of the filled images and 

the continuity of geological structure textures by introducing 

dilated convolutional layers and adversarial training.  

However, the neural network techniques currently used for 

image stylization have limitations. The method based on the 

Gram matrix tends to lose information of the content image. 

Moreover, the method based on Generative Adversarial 

Networks (GAN) requires paired datasets. Addressing these 

issues, this paper presents an image style transfer method 

based on semantic adaptation. 

 We have analyzed the representation of image features 

in convolutional neural network layers at different 

depths. This allows us to determine the convolutional 

layers needed for extracting content and style features. 

 The Representation Transfer Module is proposed for 

stylizing images. This module is a matrix-based method 

that introduces a context encoding module to handle 

complex textures and color information, addressing 

issues such as object edge distortion and color overlay. 

Additionally, instance normalization is added after the 

convolutional layers, enabling the network to converge 

more rapidly during training. 

 The Semantic Transfer Module is proposed. This 

module  is  a  method  based  on  conditional  Generative  
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Fig. 1. Representation transfer module 

 

 
Fig. 2. Residual block structure and parameters in image conversion network 
 

Adversarial Networks (GANs). o more effectively retain 

the the content image's semantic information , a 

semantic extractor is introduced. Through the adaptive 

optimization    of    the    min-max    value    between    the  

generator  and  the  discriminator,  the  module  learns the 

style image's textural and chromatic details. Meanwhile, 

the semantic extractor optimizes the generator by using 

the content image's high-level semantic features as a 

constraint condition. 

 Finally, to boost the quality and authenticity of the 

stylized images, the Representation Transfer Module 

and the Semantic Transfer Module are integrated 

sequentially. 

 

II. REPRESENTATION TRANSFER MODULE 

The Representation Transfer Module is composed of a loss 

network and an image transformation network. The image 

transformation network is constructed with a structure of 

downsampling, residual blocks, and upsampling; the loss 

network utilizes the VGG16 network's corresponding layers, 

as shown in Fig. 1. In the figure, the blue and red arrows 

represent the process of the content image and style image 

being input into the network, respectively. The black arrows 

represent the residuals between the stylized image and the 

other input images, respectively. 

The module takes content image I as the input parameter 

and generates the output result stylized image O  after 

internal processing. Subsequently, the content image I , 

style image S , and stylized image O  are fed into the loss 

network, which makes the stylized image O  form content 

and style losses with the corresponding layers of the loss 

network (VGG16) and their corresponding Gram matrices. 

The image transformation network is updated through 

gradient descent optimization, the stylized image O  is 

equipped with content and style representations. 

To generate more delicate stylized images, cross-channel 

and within-channel context encoding modules were 

introduced into the residual blocks and upsampling parts of 

the image transformation network. These modules introduces 

extensive contextual information into other local convolu- 

tional filters.  

The introduction of the inter-channel context encoding 

module is an improvement to the residual blocks in the image 

transformation network. As shown in Fig. 2, the structure 

within the dashed box represents the inter-channel context 

encoding module. This module enables the network to 

adaptively predict the relative importance of feature map 

channels. Consequently, the image transformation network is 

better able to extract the content image's semantic cues while 

preserving the style image's textural and chromatic details. 

The introduction of the intra-channel context encoding 

module is an improvement in the upsampling process in the 

image transformation network. This module employs a 

pyramid module to perform pooling operations at different 

scales on each feature map, allowing for the integration of 

multi-scale spatial information within the channels of the 

feature maps. This enables the image transformation network  
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Fig. 3. Context encoding module structure in the channel 

 

to generate stylized images that retain more details from the 

content image, as depicted in Fig. 3. 

For image style transfer, each image should be considered 

as a different domain, and in order to  maintain  the  

independence between  different  image  instances,  an  

instance normalization[21] (IN) follows every convolutional  

layer. This operation promotes the improvement of network 

convergence efficiency during the model training process, 

thereby enhancing the capability of the image style transfer 

method. 

The loss function of the Representation Transfer Module is 

composed of three parts: content, style and total variation loss. 

The content loss can be used to measure the difference 

between the content image and the stylized image at the 

feature map level, as shown in Eq. (1). 
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Among them, { }
c

l represents conv2_2 layer of the 

VGG16 network, whose function is to represent content 

information. 
l

H , 
l

W , and 
l

C  denote the height, width, and 

number of channels, respectively, of the feature map obtained 

after the image is processed by the l -th convolutional layer 

of the VGG16 network. ( )
l

F I  and ( )
l

F O represent the 

feature maps corresponding to the content image and the 

stylized image after passing through the l -th convolutional 

layer of the VGG16 network. 

The style loss function represents the stylistic 

representation between the style image S and the stylized 

image O , as shown in Eq. (2). 
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In this context, { }
s

l represent the conv1_2, conv2_2, 

conv3_2, and conv4_2 layers of the VGG16 network.  

( ( ))
l

G F S  and ( ( ))
l

G F O denote the Gram matrices of 

the feature maps extracted from the style image S and the 

stylized image O , respectively, after they are forwarded 

through the l -th convolutional  layer, as  shown  in  Eq. (3). 
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In this context, 
l

F  denotes the feature map produced by 

the l -th convolutional layer, reshaped  from 
l

N H W  to 

l
N HW , where 

l
N , H , and W  denote the number of 

channels, height, and width, respectively. ( )
l

G F is a global 

statistic of the feature map, serving as a representation of the 

image's style. 

For the purpose of make the generated stylized images 

smoother, this paper introduces Total Variation (TV) loss, 

which regularizes high-frequency components by penalizing 

large one-pixel differences in both spatial directions, as 

defined in Eq. (4). 

 
2 2

, +1 , 1, ,

,

( ) || || || ||
TV i j i j i j i j

i j

x x x x x
+

= − + −     (4) 

 

In which 
,i j

x represents the value of the corresponding 

pixel point in the stylized image O . Essentially, high- 

frequency components are edge detectors, as shown in Fig. 5. 

The representation transfer module's total loss is formed as 

the weighted sum of the content loss, style loss, and total 

variation loss, as shown in Eq. (5). 

 

total content style TV
  = + +              (5)  
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Fig. 4. Semantic transfer module 

 

          (a) Stylized Image                                                                     (b) Horizontal Deltas                                                               (c) Vertical Deltas 

 
Fig. 5. Stylized image and its horizontal and vertical components 

 

In which  ,   and  are weight coefficients, 

respectively 1, 1×105, and 1×10-6. 

 

III. SEMANTIC TRANSFER MODULE 

The representation transfer module in the image 

transformation network introduces a context encoding 

module that facilitates the network's learning of more content 

image details. However, this process merely constrains the 

stylized image's content and style information, without using 

the semantic representation of the content image for 

stylization, resulting in the stylized image lacking semantic 

representation. To solve this problem, based on the 

aforementioned method, further processing is performed on 

the stylized image to construct a semantic transfer module, as 

shown in Fig. 4. This module is a conditional generative 

adversarial network consisting of a generator, a discriminator, 

and a semantic extractor. 

The generator G adopts the "U-Net" network structure 

[20], taking the content image I and random noise 

~ (0,1)z N  as inputs, and outputs the semantically 

adaptive stylized image ˆ ( , )O G z I= . The discriminator 

D adopts the "PatchGAN" network structure; it takes the 

semantically adaptive stylized image Ô  or the stylized 

image O  as input, conditioned on the content image I , and 

outputs a probability value in the range [0, 1]. The semantic 

extractor E  computes a feature loss using the conv4_2 layer 

of the VGG16 network, it takes the semantically adaptive 

stylized image Ô  and the content image I ,and outputs the 

distance between their respective conv4_2 feature maps. 

The Generative Adversarial Network (GAN) model, as an 

unsupervised learning method, fundamentally the 

competitive mechanism is established between the generator 

G and the discriminator D . The adversarial loss 
GAN

 is 

shown in Eq. (6). 

 

~ ( ), ~ ( )

~ (0,1), ~ ( )

[log ( , )]

[log(1 ( ( , ), ))]

data data

data

GAN O P O I P I

z N I P I

D O I

D G z I I

=

+ −        
   (6) 

 

In   which,  ~ ( )
data

O P O   denotes  sampling   from   the 

stylized image O ; ~ ( )
data

I P I  denotes sampling from the 

content image I ; ~ (0,1)z N  denotes obtaining samples 

from a normal distribution that follows a mean of 0 and a 

variance of 1. 

For the purpose of enhance the semantic representation of 

the semantically adaptive stylized image Ô for the content 

image I , by minimizing the feature loss 
feature

between 

the content image I and the semantically adaptive stylized 

image Ô , it enables the generator to learn the content 

image's semantic cues, as shown in Eq. (7). 
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In   which, m and n  denote  the  width  and  height  of  the  
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(a) Content Image\Style Image                         (b)Johnson et al. method                                (c)Zhou et al. method                         (d)Representation Transfer Module 

 
Fig. 6. Comparison of stylized images of different algorithms 

 

 
Fig. 7. Changes in the total loss of different algorithms 

 

feature map, respectively. 

ˆ
ij

O   denotes  the  pixel  value  of  the  semantically 

adaptive  stylized  image  Ô   at  ( , )i j , and  
ij

I  denotes  the 

pixel value of the content image I at ( , )i j . 

By minimizing the O loss for the stylized image Ô and 

the semantically adaptive stylized image 
1

, the generator 

G produces clearer images, as shown in Eq. (8). 

 

1

1 1

1 ˆ| |
m n

ij ij

i j

O O
mn = =

= −                     (8) 

The total loss of the semantic transfer module is the 

weighted sum of the generative adversarial loss 
GAN

, the 

feature loss 
feature

, and the 
1

loss, as shown in Eq. (9). 

1total GAN feature
  = + +               (9) 

 

In which  ,  , and  are weight coefficients, 

respectively 1, 10, and 100. 

 

IV. EXPERIMENT 

For the purpose of verify the superiority of the 

representation transfer module in image style transfer, 

comparative experiments were conducted with methods 

described in references [12] and [15]. Subsequently, an 

ablation study was conducted on the representation transfer 

module to further confirm the efficacy of the context 

encoding module. Finally, taking the representation transfer 

module as a foundation and integrating the semantic transfer 

module, comparative experiments were performed with the 

representation transfer module and reference [15], to 

illustrate the proposed method's excellence in image style 

transfer tasks. 

 

A. Implementation Details 

The implementation of the method proposed in this paper  
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Fig. 8. Data set construction process 

 
(a) input                                (b) conv1_2                               (c) conv2_2                               (d) conv3_2                               (e) conv4_2 

 
Fig. 9. Feature map and texture visualization of VGG16 convolutional layer 

 

relies on TensorFlow version 2.4.1, with an NVIDIA RTX 

3070 graphics card with 8GB of memory, and a batch size of 

4 for training the network model. The representation transfer 

module and the semantic transfer module are optimized with 

the Stochastic Gradient Descent (SGD) algorithm. The Adam 

optimizer is employed, with exponential decay rates for 

moment estimation set to 0.9 and 0.99, respectively. The 

initial learning rate for updating the image  transformation  

network in  the representation transfer module  is  set  to  

1×10-3,  and  the  initial  learning  rates  for updating the 

generator and discriminator in the semantic transfer module 

are set to 2×10-4. 

 

B. Representation Transfer Module 

1) Loss Variation and Analysis of Different Algorithms: To 

analyze the impact of incorporating context encoding 

modules and instance normalization into the image 

transformation network for image style transfer, the 

Microsoft COCO dataset [22], a widely used and 

authoritative dataset in computer vision, is used as the 

training dataset for content images. This dataset contains a 

diverse set of 80,000 images. For style images, the WikiArt 

dataset, which has a rich artistic style, is used, and the 

training time is approximately 2 hours. 

This paper employs the Tensorboard X tool to visualize the 

changes in total loss, as shown in Fig. 7. The red and blue 

lines represent the changes in total loss of Johnson et al. [12] 

and the representation transfer module, respectively. As the 

number of iterations increases, the loss values decrease and 

the curves become smoother, completing the image style 

transfer process. From the different loss change curves in the 

figure, it is evident that incorporating context encoding 

modules and instance normalization operations  into  the 

image  transformation network allows the model to converge 

faster and enhances the feature learning capabilities of the 

image transformation network. 

2) Comparative Display of Stylized Images Using Various 

Methods: To verify the superiority of the representation 

transfer module, a comparative experiment was conducted to 

evaluate the image generation effects between the 

representation transfer module and the methods of Johnson et 

al. [12] and Zhou et al. [15]. The same content and style 

images were used, with each row corresponding to style 

images of starry, wave, and scream, respectively. The 

stylized images generated by different methods are shown 
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(a) Content Image\Style Image               (b) Representation Transfer Module                       (c) Zhou et al. method                                        (d) Ours 

 

Fig. 10. Semantic adaptive optimization results display 

 
(a) Without Context Encoding Module                           (b) Representation Transfer Module 

 
Fig. 11. Comparison of the details of the stylized image between the variant method and the method in this article 

 
(a) Content Image\Style Image                                        (b) 10-4                                                                                   (c) 10-5                                                                                         (d) 10-6 

 
Fig. 12. Stylized images with different weight ratios 
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in Fig. 6. 

As shown in Fig. 6, compared with Johnson et al.'s method, 

the stylized images generated by the representation transfer 

module have a more profound rendering effect. They show 

clearer distinctions between the foreground and background 

of objects and exhibit a more three-dimensional 

feel.Although the results produced by Zhou et al.'s method 

have a certain degree of three-dimensionality, their stylized 

images lack rich colors and miss details of the content images. 

Therefore, the introduction of context encoding modules and 

instance normalization operations can enable the network to 

better extract multi-scale spatial features from feature 

channels. In summary, the representation transfer module can 

preserve the details of content images more effectively and 

has a three-dimensional feel, thus generating better image 

stylization effects. 

3) Analyze the feature extraction characteristics of 

different layers of the network: To explore the feature 

extraction characteristics of each layer in the VGG16 

network pre-trained on the ImageNet dataset, this paper 

employs the backpropagation algorithm for feature 

visualization of each layer in the neural network. Specifically, 

high-level layers capture high-level semantic features, which 

can be employed to reconstitute the semantic content of the 

image. In contrast, low-level layers capture pixel-level details, 

allowing for the simple reconstruction of the original image's 

pixel values, as shown in Fig. 9. 

4) Validating the Effectiveness of the Context Encoding 

Module: To additionally validate the functionality of the 

context encoding module, variant experiments were 

conducted on the representation transfer module. These 

experiments compared the representation transfer module 

with methods that do not include the context encoding 

module. A detailed comparison of the stylized images 

generated by both methods is shown in Fig. 11. 

As shown in Fig. 11, the method without the context 

encoding module fails to fully render the stylized images 

during the image style transfer process. Specifically, the 

enlarged images reveal that the texture of the sky and the 

color rendering of the train windows in Fig. 11(b) are more 

pronounced. Therefore, while preserving the details of the 

content image, the context encoding module can also 

effectively integrate style features into the image. 

5) Analyzing the impact of weights on the stylized images: 
To investigate the impact of the proportion of content and 

style losses on the stylized images, we adjusted the 

experiments by using different ratios of content loss to style 

loss  /   when calculating the total loss. The effects of the 

generated stylized images under different proportions of the 

two loss values are shown in Fig. 12. As depicted in the figure, 

we can achieve a stronger style effect in the generated images 

by reducing the loss weight ratio (increasing  ). 

 

C. Semantic Transfer Module 

The representation transfer module uses a global 

correlation matrix to achieve image style transfer without 

needing paired datasets. However, the semantic transfer 

module, which is based on conditional generative adversarial 

networks (CGANs), requires paired datasets. Specifically, 

the summer2winter dataset [17] is employed as the content 

image, and the corresponding stylized images O  are 

generated through the representation transfer module; then, 

the corresponding content images I  and stylized images O  

are concatenated to construct the dataset, as shown in Fig. 8. 

There are three datasets corresponding to the styles of starry, 

scream, and wave. Each dataset includes a training set with 

2,000 images as well as a test set with 100 images. 

1) Analysis of the Variations in Each Loss: The semantic 

transfer module, which is based on the conditional generative 

adversarial network framework and incorporates the 

representation transfer module, constitutes a semantic 

adaptive image style transfer method. It is trained through the 

adaptive optimization of the generator and the discriminator, 

together with the constraints imposed by the feature loss and 

the 
1

 loss. To analyze the impact of the semantic extractor 

on other loss variations, the Tensorboard X tool is used to 

visualize the
GAN

,
feature

, and
1

losses, respectively, and 

the training takes approximately 40 minutes. It should be 

noted that 
GAN

is composed of the discriminator loss and 

the generator loss, corresponding to the loss variation 

processes in the figures 10(a) and (b). The value of 

log(2)=0.69 serves as a good reference point, as it indicates a 

perplexity of 2. On average, the  discriminator  has  the  same  

uncertainty  for  these  two options. As shown in Fig. 14(a), 

the discriminator loss had been continuously decreasing 

before 10k, and after that, the loss value has been around 0.69, 

reaching an adaptive balance. This indicates that the 

semantically adaptive stylized image Ô and the stylized 

image O follow the same distribution, meaning they share the 

same texture style. 

As shown in Fig. 14(c), the feature loss initially drops 

sharply and  then  rises  gradually  as  the  training  progresses.  

This variation in loss describes the semantic differences 

between the content image I and the semantically adaptive 

stylized image Ô . The sharp decrease indicates that when the 

semantically adaptive stylized image Ô has a weak style, its 

semantic information is close to that of the content image I . 

As training progresses, the gradual increase indicates that the 

semantically adaptive stylized image Ô  loses some of the 

semantic information of the content image I . This further 

illustrates that the process of stylizing the content image I is 

also a process of semantic information loss. Fig. 14(c) 

indicates that the introduction of feature loss has partially 

preserved the semantic information of the content image I . 

Fig. 14(d) illustrates that as training progresses, the
1

loss 

continuously decreases, and the difference between the 

semantically adaptive stylized image Ô and the stylized 

image O becomes increasingly close, ultimately resulting in 

clearer generated images. 

2) Comparison of Stylized Image Details: As shown in Fig. 

13, to illustrate that the stylized images generated by the 

method integrating the semantic transfer module have greater 

advantages in the semantic representation of content images, 

a comparison is conducted between the results of the image 

style transfer method based on semantic adaptation (our 

method), the representation transfer module, and the method 

proposed by Zhou et al. [15]. The styles, from top to bottom, 

correspond to starry, wave, and scream. The figure clearly 

shows   that    our    method   provides   a   stronger   semantic  
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Fig. 13. Display of Image Generation Results Using the Ours Method 
 

 
(a) discriminator loss                      (b) generator loss 

 
(c) feature loss                                     (d) 

1
 loss 

Fig. 14. The changes of various loss values during the optimization process. 

representation of the content image, highlighting its 

superiority. 

 

V. CONCLUSION 

This paper introduces a semantically adaptive image style 

transfer method that adaptively migrates the style of an image 

based on semantics. Specifically, the representation transfer 

module uses the pre-trained VGG16 network layers and their 

corresponding Gram matrices to constrain the image 

transformation network to produce stylized images. The 

context encoding module facilitates the image transformation 

network in better preserving and highlighting the 

fine-grained features of the content image. Subsequently, on 

the basis of the representation transfer module, a semantic 
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transfer module based on the framework of conditional 

generative adversarial networks is added, using the conv4_2 

layer of the VGG16 network as a semantic extractor to 

extract semantic information, thus forming a semantically 

adaptive image style transfer method. In contrast to other 

methods, our method not only demonstrates superior 

performance in image style transfer but also addresses issues 

such as semantic loss, object edge distortion, and color 

overlay during the image style transfer process. 
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