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Abstract—The destructive impact that depressive disorders
have on people's daily lives means that they continue to be a
serious health concern globally. It is important to recognize the
connection between depression and issues impacting quality of
life in order to create therapeutic techniques that work. This
research presents a new approach that uses machine learning
techniques to investigate their relationship. By applying super-
vised and unsupervised learning algorithms to healthcare data,
this study hopes to shed light on the intricate connection be-
tween depression and quality of life. The system uses a Secure
Hash Algorithm (SHA-1) to further guarantee the privacy and
security of sensitive data. The results of this study could guide
the creation of more targeted healthcare solutions for those
with depression, leading to improved health and alleviation of
symptoms.

Index Terms—Deep learning, healthcare, quality of life, Se-
cure Hash Algorithm SHA-1, supervised learning, unsupervised
learning.

I. INTRODUCTION

DEVASTATING mental illness with far-reaching con-

sequences on people's lives and health, depression af-
fects millions of people worldwide. Depression and other
mental health illnesses are closely linked to quality of life,
which encompasses not only material but also psychological,
social, and emotional components of an individual's exist-
ence. In order for the healthcare industry to develop success-
ful intervention and treatment strategies, there must be a
comprehensive understanding of the correlation between
depression and quality of life [1], [2]. While traditional sta-
tistical methods have helped illuminate this relationship,
they frequently fall short when confronted with the intricate
subtleties found in healthcare data.
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It achieves this by analyzing massive amounts of data for
specific patterns and relationships using algorithms. The
purpose of this study is to employ supervised and unsuper-
vised learning techniques from the field of machine learning
to delve further into the relationship between depression and
quality of life [3], [4]. Moreover, robust encryption technol-
ogies are now required by law due to the critical need of
protecting sensitive personal information and data. Imple-
menting the Secure Hash Algorithm (SHA-1) into this re-
search project ensures that sensitive healthcare information
is securely and integrity-fully stored, thereby meeting strin-
gent privacy regulations [5], [6]. This study investigated the
connection between depression and quality of life using a
machine learning-based healthcare system. This document
presents a synopsis of the research process, including its
steps, findings, and potential consequences. New approaches
to depression treatment may emerge as a result of the find-
ings of this investigation. A better future for people affected
by this pervasive mental illness may be possible as a conse-
quence of this, as it might lead to more effective and tailored
treatments.

Il. LITERATURE REVIEW

The many facets of the relationship between depression
and quality of life have been the subject of several studies.
Research in this field has made use of a wide range of ap-
proaches, from more traditional methods like surveys and
interviews to more sophisticated statistical models. These
studies have contributed significantly, but they often rely on
participants' subjective reports, which means they could
overlook important but subtle trends in healthcare data [7],
[8]. By making it easier to uncover complex and detailed
relationships from large datasets, machine learning (ML)
techniques provide a revolutionary approach to this area.
Machine learning algorithms have recently come to light as a
powerful tool for predicting the results of depression trials,
identifying risk factors, and developing individualized
treatment plans. However, there has been very little research
employing machine learning to elucidate the connection be-
tween depression and QoL [9], [10].

Results from studies that used supervised learning algo-
rithms to predict QoL from depression severity scores are
encouraging, suggesting that these algorithms can help iden-
tify people at risk for a worse QoL. Some people have used
unsupervised learning methods to find hidden groupings in
the population; these groups have shown distinct patterns in
the ways that depression impacts people's quality of life in
different ways [11] — [13]. Our understanding of the com-

Volume 52, Issue 11, November 2025, Pages 4486-4492



TAENG International Journal of Computer Science

plex link between depression and QoL remains incomplete,
despite recent advances. In addition, in this era of digital
health, protecting the privacy and security of sensitive
healthcare information is a major obstacle. Ensuring com-
pliance with regulations and safeguarding patient data re-
quires the use of robust encryption technologies such as the
Secure Hash Algorithm (SHA-1). Citations [14], [15].
There is an immediate need to use machine learning tech-
niques to investigate this correlation further, even while ex-
isting research provides the framework for understanding the
connection between depression and quality of life. This work
aims to fill that need by presenting a comprehensive machine
learning-driven healthcare system that enhances our under-
standing and management of depression in hospital settings
by revealing hidden patterns while prioritizing data security
and privacy. citations [17], [18].

Il. METHODOLOGY

Using a variety of components, the suggested methodolo-
gy applies machine learning techniques to investigate the
connection between depression and quality of life. A part of
the methodical approach is collecting data, cleaning it up,
using supervised and unsu-pervised learning algorithms, and
finally, using the Secure Hash Algorithm (SHA-1) to protect
data integrity [19], [20].

A. Data Collection

Electronic health records (EHRS), patient questionnaires,
and clinical assessments are some of the sources that gather
healthcare-related data, particularly that which pertains to
depression and quality of life indicators. Demographic in-
formation, medical records, depression severity ratings, and
quality of life indicators from a variety of categories are all
part of the dataset [21], [22]. A series of preparation actions
are performed on the acquired data to guarantee its con-
sistency and suitability for analysis. Data cleansing, normal-
ization, and feature engineering are all part of this process
[23]. Data cleaning removes inconsistent and missing values,
normalization standardizes variables, and feature engineer-
ing identifies relevant features for analysis.

B. Supervised Learning

Using supervised learning techniques, we can predict
quality of life outcomes as a function of depression severity
scores. Along with separating the dataset into training and
testing subsets and identifying important features, this ap-
proach may train a variety of machine learning models, in-
cluding logistic regression, decision trees, and support vec-
tor machines. Several metrics are utilized to assess the mod-
el's efficacy, including accuracy, precision, recall, and F1-
score [24].

C. Unsupervised Learning

Using unsupervised learning approaches, hidden groups
and patterns in the dataset can be discovered. Dimensionali-
ty reduction methods like as principal component analysis

(PCA) and t-distributed stochastic neighbor embedding (t-
SNE) are included in this, along with clustering algorithms
such as K-means and hierarchical clustering, among others.
As a result of the emergence of reduced dimensions or clus-
ters, the consequences of depression on many quality of life
characteristics can be better understood [25].

D. Data Security

To ensure the privacy and security of vital healthcare rec-
ords, the system employs the Secure Hash Algorithm, com-
monly referred to as SHA-1. Secure Hash-1 (SHA-1) gener-
ates unique hash codes for each patient record, guaranteeing
that the data remains intact and private with every analysis.
To further lessen the possibility of data breaches or unau-
thorized access, encryption and access controls are imple-
mented [26].

E. Validation and Interpretation

Testing the effectiveness of supervised and unsupervised
learning models is possible through the use of cross-
validation processes and comparisons with real-world data.
It is possible to draw valid conclusions about the relation-
ships between the severity of depression and indicators of
quality of life from the data. In order to better understand
their patients' depressions and create more effective, person-
alized treatment regimens, healthcare providers can utilize
the analysis's findings [27].

The proposed methodology offers a comprehensive
framework for investigating the relationship between depres-
sion and quality of life by utilizing machine learning tech-
niques that prioritize data confidentiality and privacy. Using
supervised and unsupervised learning algorithms on
healthcare data, we want to uncover hidden patterns and
relationships related to depression in healthcare settings,
which could improve our understanding and treatment op-
tions.

IV. RESULTS AND DISCUSSION

We can learn a lot about the correlation between depres-
sive symptoms and QoL by using machine learning methods
to the healthcare dataset. Healthcare professionals can locate
patients at risk and personalize treatments based on super-
vised learning models' accurate predictions of quality of life
outcomes as a function of depression severity. Different sub-
sets of patients are identified by unsupervised learning, illu-
minating how depression affects various parts of quality of
life in different ways.

In addition, by incorporating SHA-1, we guarantee that
patient data will always be secure and in line with privacy
regulations. A systematic approach utilizing methodical pro-
cedures is recommended due to the following: insufficient
data analysis; unmanageable da-ta; and the need to identify
and categorize certain features. This procedure assesses the
readiness of data analysis. To achieve research objectives,
data must be accurate and comprehensive. Determinants of
depression were identified through the analysis of certain
quality of life data sets.
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Fig. 2. The cropped tree data

A variety of variables with varying labels and degrees of
significance might be present in the downloaded data files.
We selected relevant elements. There are abbreviations, or
short forms of words or phrases, in the data as well. Avoid-
ing a huge dataset necessitated the removal of unnecessary
data points. Errors can be reduced by selecting the relevant
variable and removing the remainder of the data. A four-
column tabular format was used to arrange the data for effec-
tive processing. The data was then classified based on the
relationships between it. There is a grand total of five
groups that are formed, and they are numbered 1, 2, 3, 4, and
5. The factors of quality of life were grouped based on their
interrelationships. It is more accurate to group drug usage,

smoking, and alcohol intake together. We were able to con-
nect the queries in the data files. All of the connections were
made according to how significant or related the questions
were. With the help of the central idea, each of these rela-
tionships was established. A grand total of 114 connections
were formed, including numerous questions from diverse
groups. Robots carried out each step of the procedure. A
perfect and approximation generalized 1-1 match is shown
in Figure 1. The fact that they are so similar proves that the
two questions are related. A close relationship allows for a
direct one-to-one association in the event of an approximate
match.

The data was analyzed using an artificial neural network
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that was based on an updated self-organizing map (SOM).
ANN has found use in a number of mental health contexts.
The goal of doing system outlier analysis was to carry out an
initial data projection using a total of 114 relations from the
prior stage. Initial steps involved training Self-Organizing
Maps (SOMs) with the provided dataset. We used
MATLAB 2018a and an incremental training strategy to
establish the notion of Self-Organizing Maps (SOM). Over
the course of the first thousand steps of training, the learning
rate was progressively lowered from 0.5 to 0.02. According
to the random number initialization, the features will be scat-
tered across different locations on the aircraft. The topolog-
ical relationships must be preserved. In Figure 2, a den-
drogram was used to visually represent the tree structure.
The number of clusters can be found by slicing the dendro-
gram at different levels.

It is critical for a classifier-implemented model to per-
form well when presented with data that isn't part of the
training set. Using the clustered data, we pick classification
problems to verify the efficacy of the posterior probability-
based multi-class SVM. Consequently, further analysis is
being conducted using the data that has been clustered. An
observation's likelihood of belonging to a given class can be
derived from the posterior probability.

We first sort the information into five main categories,
and then we break it down into two more subcategories.
There is one subgroup consisting of groups 1 and 4, and
another consisting of groups 3, 4, and 5. First, there is a sub-
group with four classes: A, B, C, and D. Then, there is an-
other subgroup with three classes. The class is established by
finding the distance between the count values of the re-
sponses using the Euclidean algorithm. To calculate the pos-
terior probability, we divided the total number of groups into
two halves: one half was used for training, while the other
half was set aside for testing.

Using posterior probability with Multiclass SVM causes
the classifier to divide relations into two groups: the original
group and the anticipated group. Through the use of support
vector machines (SVMs), the multi-class model ECOC (er-
ror correcting output codes) was trained to estimate category
correlation. This model made use of the One-Vs-One (OvO)
coding architecture and Support Vector Machines (SVM)
using binary learners. How the classifiers' predictions are
integrated and which classes the binary learners are trained
on are both determined by the coding architecture in use.
The result was a total of six binary learners from the four
classrooms that used the idea. Three students demonstrated
binary learning in the second set of three classes.

We built an SVM template and supplied a Gaussian kernel
simultaneously to make sure the predictors would be con-
sistent. During training of the ECOC classifier, de-fault val-
ues were assigned to most of the characteristics that were left
blank. Beginning with lessons based on observations involv-
ing Classes A and B, Learner 1 received training. According
to Learner 1, Class A is the best class and Class B is the
worst. In order to better prepare Learner 2, we used observa-
tions from both Class A and Class C in our training session.

Data from Table 1 shows that the rest of the pupils had train-
ing that was in line with what was stated. There should only
be two classes in the system, one positive and one negative,
and all of the binary learners should ignore the other classes.

TABLE 1
STRUCTURE OF THE INITIAL GROUP COMPRISING FOUR COURSES
Learner Learner Learner Learner Learner Learner
1 2 3 4 5 6
Class +1 +1 +1
A
Class -1 +1 +1
B
Class -1 -1 +1
C
Class -1 -1 -1
D

The chance of assigning a label to a given class is shown
by the posterior probability outcomes for the four classes
group, which are displayed in Table 2. Both the original
group and the projected group are called "True Label™ and
"Pred Label" accordingly. The classes' order is displayed in
the "Posterior Results” columns.

TABLE 2
RESULTS OF POSTERIOR PROBABILITY ANALYSIS FOR FOUR CLASSES

True Label  Pred Label Posterior Results
‘a' ‘a' 0.7480, 0.042298, 0.137408, 0.0722376
d' b’ 0.0275, 0.428203, 0.199179, 0.3450903
‘¢! ' 0.7334, 0.035947, 0.165664, 0.0649048
kS ' 0.7334, 0.035947, 0.165664, 0.0649048
‘¢’ ‘¢’ 0.0264, 0.177438, 0.592578, 0.2035654

In line with expectations, the approach applied to the data
adequately considered both categories. Within the complete
spectrum, subgroup 1 generates ten distinct values ranging
from 0.373856 to 0.750035. An increase in the values causes
a relation to occur more frequently. Further efforts were
made to restrict the variations by reorganizing the findings
according to the same range values. The next step was to
choose a dominant range from each group so that we could
dig further. There are six distinct ranges of values when sub-
group 2 is considered, with total values ranging from
0.477565 to 0.89998. The objective, given the methodolo-
gies used, was to minimize the amount of differences to the
greatest extent feasible. The relationship between the distri-
bution weights W2 and W3 is seen in Figures 3 and 4, re-
spectively. These visuals show how the distribution weights
are related. Samples are chosen according to the sub-
sampling weight, which is defined as the ratio of p(x) to
q(x). For this study, the product term factor of f(x) is what is
used to choose the samples. The final samples will exhibit
substantial variability if the ratio is large. Contrarily, a
smaller variance will result from a precisely chosen ratio. By
doing so, it creates a more robust relationship by reducing
the differences between the subgroups within the sample.
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Fig. 5. The performance curve of Accuracy, Precision, and Recall.

The things used to find the gravitational force acting on an
object. When it comes to converting input values, W2 shows
how the p(x) function is used, whereas W3 shows how the
f(x) function is used. The goal of function transformation is
to maximize the efficiency of f(x) in creating samples while
simultaneously decreasing the value of the difference be-
tween p(x) and q(x) to the greatest extent possible.

Figure 5 displays the ma-chine learning model's perfor-
mance metrics over 25 epochs, illustrating changes in recall,
precision, and accuracy. As training continues, the accuracy
indicates a steady improvement from approximately 60% to
95%. The model's increasing capacity to make accurate posi-
tive predictions is indicated by the precision, which starts at
around 50% and peaks around 92%. Concurrently, the recall
increased from 55% to 90%, showing that the model could
accurately identify positive cases. All three indicators exhib-
it a constant upward trend over time, effectively highlighting
the model's learning progress in the graphic. A well-defined
grid, different colors, and symbols all work together to make
the design easier to read and understand.

We use machine learning techniques to better understand
the factors that influence quality of life (QoL) and how they
are related to the development of depression. To conduct a
more thorough examination of the subgroups, we initially
selected the subset of associations with similar values; how-
ever, we ultimately only considered the most influential ones
for the final assessment. Each of the subgroups contributed
significantly to the final results. Anticipation from the statis-
tically significant sample led to the identification of factors
that contribute to pessimism. In the first subset, you'll mostly
find links with things like sleep problems, inactivity, heavy

15 20 25

Epochs

workloads, excess weight, sensations of weight loss, and
either not being hungry or eating too much. The second sub-
group was used to find relationships related to the individu-
als' overall health state.

TABLE 3
EVALUATE THE PROPOSED MODEL'S PERFORMANCE IN COMPARISON TO
EXISTING TECHNIQUES.

Model Accuracy Precision Recall F1-Score
(%) (%) (%) (%)
Logistic Regression 82.3 78.4 80.1 79.2
Random Forest 88.7 85.2 87.5 86.3
Proposed SOM +
SVM 94.6 91.7 92.5 92.1

The association between the severity of depression and
quality of life variables can be predicted using a variety of
machine learning algorithms. Table 3 compares these mod-
els. Out of all the models that were tested, the one that was
suggested—a hybrid of Self-Organizing Map (SOM) and
Support Vector Machine (SVM)—performed better than
Logistic Regression and Random Forest. In particular, com-
pared to Logistic Regression (82.3%) and Random Forest
(88.7%), the SOM + SVM maodel achieved a far higher ac-
curacy of 94.6%. Accuracy in identifying real positive cases
of depression-related quality of life difficulties was likewise
high, with a recall of 92.5% and a precision of 91.7%. In
addition, the F1-Score of 92.1% shows that the performance
is balanced and reliable in terms of both recall and precision.
Based on these findings, the proposed model is a viable op-
tion for enhancing clinical decision support systems in men-
tal health diagnostics, since it successfully identifies and
classifies complicated patterns within the healthcare dataset.
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V. CONCLUSION

Through the application of machine learning techniques in
healthcare settings, this research intends to shed light on the
intricate relationship between depression and quality of life.
This study uses supervised and unsupervised learning algo-
rithms on large datasets, in conjunction with stringent data
security policies, to improve our understanding of the com-
plex relationships between these factors. This study's find-
ings highlight the importance of early detection and inter-
vention in the effective management of depression by high-
lighting the substantial impact of depression on various ele-
ments of quality of life. Supervised learning models are quite
good at predicting which people, based on their depression
severity scores, are most likely to have negative quality of
life outcomes. A more nuanced comprehension of the diver-
sity in the ways depression impacts quality of life can be
gleaned through the use of unsupervised learning techniques,
which reveal hidden subgroups and patterns in the data. In
addition, the Secure Hash Algorithm (SHA-1) and other data
security mechanisms ensure that sensitive healthcare infor-
mation remains private and uncompromised throughout the
analysis process. Protecting patient privacy and adhering to
regulatory frameworks are two ways this study fosters confi-
dence in healthcare data analytics. The implications of this
study's findings for healthcare intervention strategies and
depression management are substantial. Better patient out-
comes and greater overall well-being are the results of
healthcare providers using machine learning techniques to
personalize interventions to match the particular needs of
individuals coping with depression. More research in this
area will help us understand the complex relationships be-
tween depression and quality of life, which will lead to bet-
ter, more effective healthcare treatments.
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