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Abstract—This research presented a discussion on the
classification of fruit ripeness levels using the neural network
method. Various studies have been conducted in the literature
to develop models for classifying the ripeness levels of fruit. This
research aimed to create a classification model for the ripeness
levels of various fruit types using a Convolutional Neural
Network (CNN) and a Graph Neural Network (GNN). The
discussion included a Systematic Literature Review (SLR) and
experiments on the topic. SLR result provided understanding
into the optimization model used, the types of fruits observed,
and the accuracy level for the ripeness classification. However,
the types of fruit used in this research were limited to a
single kind of fruit. Classifying the ripeness levels of multiple
types of fruit also required suitable pre-processing methods
to achieve high accuracy. The experiments in this research
process started with collecting image data from different fruits.
Subsequently, a pre-processing experiment scheme was created
using several pre-processing methods. The classification was
then conducted using the CNN method with three models: the
simple CNN model, MobileNetV2, and ResNet50. Meanwhile,
the classification using the GNN method employed two models:
VisionGNN and MobileViG. A comparison of the classification
precision results is made based on the confusion matrices
obtained from each method. Following this discussion, the
optimal value was recommended for further processing.

Index Terms—Fruit ripeness classification, Convolutional
Neural Network, Graph Neural Network, Confusion matrix.

I. INTRODUCTION

THE classification of fruit ripeness using machine
learning methods is acquiring significant attention in

recent years due to its practical applications in agriculture,
supply chain management, and the food industries. The
ability to accurately determine the level of ripeness of
fruits is crucial for optimizing the harvesting, storage, and
distribution processes. Given the increasing demand for
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efficient classification systems, optimizing these machine
learning models is essential for ensuring high accuracy and
efficiency in real-world applications.

Convolutional Neural Networks (CNNs) and Graph Neural
Networks (GNNs) emerge as powerful tools for image-based
classification tasks among various machine learning methods.
The method has indicated effectiveness in computer vision
applications, particularly in classifying the ripeness levels
of fruits. In addition, several studies have shown that CNN
outperforms traditional methods such as Support Vector
Machine (SVM), in classifying fruit ripeness (see [1]). For
instance, the need for a more comprehensive classification
system that comprises various types of fruit has become
evident while SVM has been used in the classification of
pineapple, papaya, and melon ripeness levels as mentioned
by [2], [3] and [4]. In [5], a discussion is presented on the
detection of oil palm trees and loose fruitless ready-to-harvest
fresh fruit bunch prediction via a deep learning method.
Similarly, in [6] demonstrated that the green apple detection
method is based on an optimized YOLOv5 model in an
orchard environment. This process is evident in [7], where
a fast and efficient Cavendish banana grade classification is
achieved using a random forest classifier with a synthetic
minority oversampling method.

This research aims to develop a classification model
that determines the ripeness level of various fruits using
a CNN. It also aims to investigate the key aspects of
applying CNN and GNN to fruit ripeness classification. To
achieve this process, several fundamental questions will be
addressed. Initially, the research will investigate optimization
methods commonly used to enhance the accuracy and
efficiency of CNN and GNN models. This research offers
a detailed analysis of the methods used in classifying fruit
ripeness using CNN and GNN models. Using the Preferred
Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) guidelines, this study systematically conducts
article selection, data extraction, and critical evaluation
of findings. A Systematic Literature Review (SLR) is
undertaken, and bibliometric analysis is performed using
specialized software tools. Subsequently, the research
questions serve as a foundation for presenting and discussing
the results. There are several questions in this analysis,
including:

1) What type of optimization role is used to classify the
model for the ripeness levels of various types of fruit
through CNN and GNN?

2) What type of fruits have already become the collected
image data for implementing CNN and GNN?

3) What is the level of accuracy for the classification
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results based on the confusion matrix obtained from
each method?

The structure of this research is organized as follows.
Section II covers the literature review, Section IV reviews the
methods, and Section V explains the bibliometric analysis
as well as a review of the literature. Additionally, Section
VI presents the discussion, and Section VII concludes the
research. Table I shows the acronyms used throughout the
research for easier reference. The literature review focuses

TABLE I: Acronyms used in the research.

Acronym Definition
CNN Convolutional Neural Network
GNN Graph Neural Network
SVM Support Vector Machine
SLR Systematic Literature Review
PRISMA Preferred Reporting Items for Systematic

Reviews and Meta-Analyses
GCN Graph Convolutional Network
YOLOv7 You Only Look Once version 7 (Real-time

object detection model)
DCNN Deep Convolutional Neural Network
DenseNet Densely Connected Convolutional Network
FDA Fundamental Data Augmentation
SGD Stochastic Gradient Descent
VGG Visual Geometry Group
mAP Mean Average Precision
ANN Artificial Neural Network
KNN k-Nearest Neighbors
GCNN Graph Convolutional Neural Network
RGB Red, Green, Blue
HSV Hue, Saturation, Value
Adam Adaptive Moment Estimation

on previous research concerning the use of CNN and GNN
in classifying fruit ripeness.

A total of 11 articles were reviewed to compare the
optimization methods and model performance used in the
classification of various fruit types (see Table II). This table
examines the SLR findings of existing research on CNN,
GNN, and fruit ripeness classification, as well as the methods
employed for model optimization and accuracy improvement.
The articles that to be compared with this research are [8],
[9], [10], [11], [12], [13], [14], [15], [16], [17] and [18].

As shown in Table II, while numerous studies have focused
on the optimization of CNN-based models, research on
GNN and its optimization for fruit ripeness classification
remains limited. This research aims to contribute to the
field by investigating the performance of both CNN and
GNN models, comparing their accuracy, and exploring
optimization methods to improve classification outcomes.

One significant area in computer vision and machine
learning is the application of classification models for
detecting fruit ripeness. This challenge falls within the
broader scope of image analysis and deep learning, with
applications that are widespread in agriculture, the food
industry, and supply chain management. Accurately detecting
the ripeness of fruits is crucial for ensuring food quality,
reducing waste, and improving the efficiency of supply

chains.
As the demand for automated solutions increases, the

classification of fruit ripeness has gathered interest due to its
practical benefits. This comprises automating tasks that are
traditionally performed manually, including sorting, grading,
and quality control.

Despite the growing interest in the field, several existing
research has predominantly focused on a single type of
fruit. This narrow focus has limitations, as the ripeness
classification system developed for one fruit might not be
practical or generalizable to other fruits. Therefore, there
is a pressing need for a more comprehensive ripeness
classification system that includes a variety of fruits
commonly encountered by the general public. The method
can improve the strength and applicability of classification
models across diverse agricultural contexts.

An exploration of the use of CNNs incorporated with
GNNs for fruit ripeness classification is discussed to
address the gap in this analysis. This research aims to
implement a hybrid model that can accurately identify
ripeness stages by leveraging the strong feature extraction
capabilities of CNNs together with the strengths of GNNs
in relational learning. The combined method considers both
visual attributes and relationships between different fruit
characteristics, offering significant potential for improving
classification performance, particularly in complex datasets
that contain diverse fruit types and various ripeness stages.
The following Section II provides a brief review of CNN,
GNN, and GCN theories.

II. MATERIAL AND METHODS

A. Convolutional Neural Network (CNN)

CNN is referred to as a specialized type of artificial
neural network designed to process data in the form of
images or other multidimensional grids. This model includes
spatial data used in pattern recognition and computer vision.
CNN has achieved significant popularity and success in
various visual pattern recognition tasks, including object
detection, image classification, and image segmentation,
as demonstrated in [19]. Following the discussion, the
architecture of a CNN consisted of multiple layers,
including Convolutional, Pooling, and Fully Connected
Layers, respectively. The CNN architecture consisted of
several convolutional layers followed by stacked pooling
layers, ultimately leading to several fully connected layers.

B. Graph Neural Network (GNN)

Graph Neural Networks (GNNs) represent a subset of
machine learning models specifically designed to handle
and learn from data structured as graphs. The graphs
served as mathematical models that represented nodes
connected by edges, making the models ideal for describing
relationships and dependencies in complex systems. GNN
was applied across various domains, including social
networks, recommendation systems, intrusion detection
systems, natural language processing, predictive analytics,
and computer vision for tasks such as image generation and
classification, as seen in [20].

Message passing was a fundamental aspect of GNNs,
enabling nodes in a graph to share information iteratively
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TABLE II: Summary of key aspects covered in existing articles related to fruit ripeness classification.

Article CNN GNN Optimization Fruits Accuracy

[8] ! - - ! !

[9] ! - - ! !

[10] ! - - ! !

[11] ! - - ! !

[12] ! - - ! !

[13] ! - ! ! !

[14] ! - - ! !

[15] ! - - ! !

[16] ! - - ! -
[17] ! - - ! !

[18] - - - ! -
Our Article ! ! ! ! !

with their neighboring nodes. This process allowed the
incorporation of both structural data and node features from
the graph. For example, a social circle where individuals
hold specific information, such as personal traits. Research
could provide a deeper understanding of an individual’s
characteristics by examining the traits of their friends. In
the context of message passing, an individual could be
viewed as a node in a graph, with each node representing
the traits through node features. The objective of passing
the message was to enhance the information of each node
by incorporating input from its neighbors (akin to friends)
and the neighbors of those neighbors (similar to friends
of friends), respectively. This method enabled GNN to
effectively capture essential information and relationships in
the graph through the use of node features, as seen in [21].

C. Graph Convolutional Network (GCN)

In the context of this research, the Graph Convolutional
Network (GCN) is utilized as a specific variant of the
Graph Neural Network (GNN) framework. The convolution
operation in GCN was analogous to the complication process
in CNN. Additionally, input neurons in CNN are multiplied
by weight values, commonly referred to as kernels or filters.
These filters acted as sliding windows over an input image,
enabling the CNN to learn information from neighboring
pixels. For instance, when CNN identified an image of a
cat, the same filters were applied across the entire input
image to detect the presence of a cat in [21]. GCN, as a
tool, could collect node information from its surroundings
in a convolutional manner. This process was achieved by
iteratively aggregating information from neighboring nodes.

The graph convolutional method has been applied in
various computer vision tasks, including point cloud
classification, scene graph generation, and action recognition.
Regarding the discussion, point clouds are a set of
three-dimensional points in space, typically captured by
LiDAR (Light Detection and Ranging). Scene graph
generation transformed the input image into graphs with
objects and inter-relationships, often solved by combining
object detection with GCN. Action recognition could also
be effectively addressed with GCN by converting human
skeletons into graphs. However, GCN was powerful in cases
where data naturally formed a graph structure, as in the

examples mentioned in [21].

D. Confusion Matrix (CM)

In machine learning, a visual evaluation tool called the
Confusion Matrix exists. The columns in the confusion
matrix represented the predicted class results, while the rows
in the confusion matrix signified the actual class results. A
Confusion Matrix is calculated by counting all cases in a
classification problem. An example of a binary classification
problem with a 2× 2 matrix dimension. A confusion matrix
can define several measures of algorithm performance, such
as the level of examination of positive regions and negative
classes. These measures can generally be applied to all
classification algorithms as mentioned in [22]. There were
four parts in the confusion matrix, namely:

1) True Positive (TP). A condition where the prediction
results showed a positive value when the label given
was positive.

2) True Negative (TN). A condition where the prediction
results showed a negative value when the label given
was negative.

3) False Positive (FP). A condition where the prediction
results showed a positive value when the label given
was negative.

4) False Negative (FN). A condition where the prediction
results showed a negative value when the label given
was positive.

E. PRISMA Methods

The literature review in this research was conducted in
accordance with the PRISMA guidelines. Following this, a
bibliometric analysis was performed on the data obtained
through the PRISMA process, utilizing RStudio software for
assistance.

1) Search Strategy and Selection Criteria: During this
research, four databases were utilized for article retrieval:
Scopus, ScienceDirect, Dimensions, and Google Scholar. The
keywords used for article search were organized based on the
topics, as shown in Table III. Moreover, some keywords were
combined with others, including E, which was a combination
of A and B, while F combined B and C, respectively.

The search was limited to the timeframe of 2020-2024 and
filtered based on several criteria, as shown in Table IV. These
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TABLE III: Number of publications from four databases with
five keyword combinations.

Code Keywords
A ”Fruit Ripeness Classification”
B ”Convolutional Neural Network”
C ”Graph Neural Network”
D ”Confusion matrix”

Id
en

tifi
ca

tio
n

Scopus

(N = 6)

Dimensions

(N = 120)

Google Scholar

(N = 147)

Identification of duplication
and survey articles

(N = 161)

Article removed

(N = 112)

Sc
re

en
in

g

Selection based on abstract

(N = 48)

Article removed

(N = 113)

Selection based on full text

(N = 17)

Article removed

(N = 31)

In
cl

ud
ed Selection based on

title and abstract

(N = 17)

Fig. 1: Selection process based on PRISMA framework.

criteria included searching through relevant titles, abstracts,
and keywords in the databases. Furthermore, data were
obtained from articles published in open-access journals,
articles were written in English, and the database was
researched in mathematics. Based on Table IV, the selection
of articles using the keyword combination of A&B was
particularly strategic despite producing a relatively moderate
number of articles, about 273. The number was optimal for
conducting a bibliometric analysis, as it was neither too large
nor too small, allowing for a more focused and manageable
dataset. Additionally, this set of articles was still sufficiently
broad to ensure diversity in the research covered, offering
a comprehensive view of the relevant findings. The analysis
was comprehensive without being diluted by an excessive
volume of less relevant articles, as it focused on this subset.

2) Selection process based on PRISMA framework: The
articles used were obtained through the PRISMA method,
as described in [23] and [24]. This method provided a
standardized and accurate framework for arranging the
selection criteria, search strategies, data extraction, and
analysis procedures. The use of PRISMA improved method
precision and results accuracy, serving as a guide for
conducting a structured SLR, as can be seen in [25] and
[26]. See that Figure 1 shows the selection process stages,
where N is the number of references that led to every step
of PRISMA.

The PRISMA method began with the initial stage of
identification, which involved searching and collecting
bibliometric data from various databases. A more
comprehensive explanation of the initial stage was provided
in Subsection II-E1. According to Table IV, a total of

Field of research:
Classification of Fruit Ripeness

Levels Using Convolutional Neural
Network (CNN) and Graph Neural
Network (GNN) Methods Quality

Search Platform:
Scopus, Science Direct, Google Scholar, Dimensions

Mining of bibliometric data:
(1)Execute search criteria, (2) Review and

save results (3) Export selected results

Import the resulting data
to RStudio Software

Bibliometric Paramaters:
(1) Authors, (2) Affiliations, (3) Article citations,(4)

Scientific production, (5) words and keywords, (6) Country

Bibliometric Mapping:
(1) Scientific production,(2) Most relevant authors,

(3) Thematic map, (4) Most relevant words, (5)
Average article citation, (6) Authors collaboration,

(7) Country production, (8) Co-occurrence networks

Analysis and conclusion

Fig. 2: Bibliometric mapping output steps

273 articles were obtained from four databases using two
keyword combinations. These articles were further examined
in the screening stage, which consisted of two steps.

The first step of the screening stage included checking for
duplicates among the identified articles, which appeared in
one or more databases with the same title and authors. During
the process, the duplication check was performed using a
Spreadsheet. After the screening, a total of 95 duplicate
articles were removed. A total of 17 review articles were
excluded at this stage, in addition to eliminating duplicates,
leading to a further reduction of irrelevant entries. Following
the process, the remaining articles were then subjected to
further analysis. All articles were assessed for relevance to
the research topic based on titles and abstracts. A total of 48
articles were identified and referred to as Dataset 1 through
this screening stage, which was used in the bibliometric
analysis.

The second step was the eligibility stage, during which
manual filtering was conducted by reading the full text of
the selected articles to evaluate their relevance. From this
selection process, a total of 17 articles were identified and
referred to as Dataset 2, as shown in Table V.

F. Bibliometric Analysis

A bibliometric analysis was conducted on Dataset 1 using
the bibliometrix package in RStudio software to create a
scientific data map and provide a comprehensive analysis
of the available bibliographic information. The diagram in
Figure 2 illustrates the output of bibliometric mapping, based
on previous research [27] and in [28].
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TABLE IV: The number of publications from databases with keyword combinations.

Code Scopus Science Direct Dimensions Google Scholar Total
A 8 2 188 247 445

A & B 6 0 120 147 273

A & B & C 0 0 2 2 4

A & B & C & D 0 0 1 2 3

TABLE V: Article Selection Results Based on PRISMA Framework.

Database Total Duplication Survey Abstract/Title Full Text
In Ex In Ex In Ex In Ex

Scopus 6 6 0 6 0 5 1 2 3
Science Direct 0 0 0 0 0 0 0 0 0

Dimensions 120 116 4 104 12 33 71 13 20
Google Scholar 147 56 91 51 5 10 41 2 8

Total 273 178 95 161 17 48* 113 17** 31
*Dataset 1 for bibliometric analysis, **Dataset 2 for literature review.

The initial step following the determination of the topic
and search platform was the collection of bibliometric data.
This phase was conducted concurrently with the article
retrieval process in Section II-E1, resulting in the acquisition
of Dataset 1, which was obtained from four different
databases. To facilitate importing into RStudio, the data
format was standardized to match Scopus data. Subsequently,
the adjusted data were input into R-Bibliometrix, a package
used for bibliometric analysis, as described in [29]. Through
this import process, bibliometric parameters were extracted
for analysis, including authors, affiliations, article citations,
scientific production, countries, words, and keywords. The
program further generated bibliometric mapping results
based on these parameters.

III. RESULTS

A. Results from Bibliometric Analysis

The results of the bibliometric analysis of Dataset 1 were
discussed in this section. Based on the main information
output, a total of 12 articles were identified in Dataset 1.
The research was conducted from 2020 to 2024, with an
average of 5.95 citations per article. A total of 47 authors
were included, with an average of 3.9 co-authors per article.

1) Evolution of Articles: An overview of the development
of article publication was acquired using R-bibliometrix.
From Dataset 1, the number of issues per year was obtained
as shown in Table VI and average citations per year were
shown in Figure 3. Based on the results, the highest
production was in 2023 with a total of twenty articles, while
the lowest was in 2020 with one article. Meanwhile, the
highest average citation count was in 2021 with six articles.

TABLE VI: Annual Scientific Production in Dataset 1 per
year.

Year Number of Articles
2020 1
2021 4
2022 8
2023 20
2024 15

2) Authors Analysis: Using R-bibliometrix, which
provides the information related to authorship from the
article data. The data on article production based on the
countries of authors were obtained, where India dominated
with a total of 33 articles. Additionally, Figure 4 shows
the production over time and the most cited country. This
included the author with the most relevant production,
specifically in [30], who had four articles published in 2023
and 2024, as shown in Table VII.

3) Co-occurrence Network Matrix: Based on Figure 2,
a bibliometric mapping that R-bibliometrix generated was
a co-occurrence network, which describes the word clusters
and their connection to other clusters. In Table tab-clusters,
the word clusters and their connection to other clusters are
presented.

Table VIII showed the co-occurrence network matrix of
terms presented in the title, abstract, and keywords of the
articles in Dataset 1. This network revealed clusters of topics
formed by terms with similar characteristics. The size of
each box for the terms presented in Table VIII showed the
importance of words in the context of the articles. In this
case, ”deep learning” and ”classification” were the most
significant terms, indicating the importance of the research
topic in Dataset 1. These two terms were interrelated and
situated in the same cluster, signifying frequent discussion of
research topics. In the co-occurrence network matrix, terms
related to GNN were not found. This indicated that research
on the subject was still limited concerning the association
with classification and fruit ripeness.

B. Result from Systematic Literature Review

1) Words Appearance Analysis: The analysis focused on
identifying the most frequent words and creating a thematic
map, which included the following key findings. First, the
10 most relevant words appearing in the articles in Dataset
1 were shown in Table IX. ”Deep learning” ranked first with
15 occurrences, followed by ”Classification” and ”Computer
Vision” with five occurrences each.

Second, the thematic map matrix, based on density and
centrality, displays different clusters of topics organized
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Fig. 4: Country production over time of Dataset 1.

TABLE VIII: Co-occurrence Network Matrix of Dataset 1.

Main Cluster Related Terms Connections to Other Clusters
Deep Learning Oil Palm Maturity, Machine Learning, Graph Convolutional Neural

Network, Computer Vision, Agricultural Image Analysis,
Convolutional Neural Network, Ripeness

Maturity YOLOv7, ResNet50 Deep Learning, Convolutional Neural Network, Ripeness
Ripeness Object Detection, YOLO, SVM,

YOLOv4
Deep Learning, Maturity, Agricultural Image Analysis,
Convolutional Neural Network

Agricultural
Image Analysis

Agricultural Technology, Support
Vector Machines

Deep Learning, Ripeness, Machine Learning

Machine
Learning

Banana Life Classification, Mask
R-CNN, Visual Object Detection,
One-Stage Model, Attention
Mechanism, Fine-Grained, Maturity
Classification

Deep Learning, Computer Vision, Agricultural Image
Analysis, Graph Convolutional Neural Network

Computer
Vision

DeepLabv3+, Fruit Maturity Deep Learning, Machine Learning, Image Processing

Convolutional
Neural
Network

Fruits, Gabor Filters, Deep Neural
Networks, Avocado Ripeness
Classification, YOLOv8, CBAM,
Fruit Ripeness Detection, Artificial
Olfactory Sensor

Deep Learning, Maturity, Ripeness

Graph
Convolutional
Neural
Network

Banana, Quality Detection, Agriculture
Management, Fuji Apples

Deep Learning, Machine Learning, Agricultural Image
Analysis

Image
Processing

Bunch of Bananas Computer Vision

B. Research Trends and Gaps on Classification of Fruit
Ripeness Levels Using CNN and GNN Methods

Based on bibliometric analysis, there has been continuous
growth in related publications, as evidenced by the significant
increase from 2022 to 2023. According to Table IX, all
keywords exhibited an upward trend, particularly those

related to deep learning, indicating significant advancements
in the field of fruit ripeness classification. The co-occurrence
network matrix in Table VIII showed the relationships
between terms found in articles from Dataset 1. Moreover,
keywords related to GNN were absent in the co-occurrence
network matrix, indicating that this topic was still
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TABLE IX: Most relevant words of Dataset 1.

Most relevant words Occurrences
Deep learning 15
Classification 5
Computer Vision 5
CNN 4
Convolutional Neural Network 4
Machine Learning 4
Ripeness 4
YOLOv7 4
Attention Mechanism 3
Banana Ripeness 3

underrepresented or unused, presenting a promising area for
future research.

C. How Optimization models have been applied in research
related to the Classification of Fruit Ripeness Levels Using
CNN and GNN Methods

Based on the results shown in Table XII, the articles
in Dataset 2 primarily focused on optimization challenges
in classifying fruit ripeness levels using various methods,
including CNN and GNN. The majority of this research
utilized advanced deep-learning architectures to enhance
the accuracy of ripeness classification across various fruit
types. In particular, several articles employed CNN-based
methods, incorporating multiple optimization techniques to
improve model performance. For instance, [35] applied Gas
Chromatography-Mass Spectrometry (GC-MS) and Deep
Convolutional Neural Network (DCNN) combined with
Densely Connected Convolutional Networks (DenseNet)
to classify fruit ripeness. Similarly, [37] leveraged the
Bayesian Optimization Algorithm alongside multiple CNN
architectures, such as GoogleNet and ResNet18, indicating
the importance of optimization in model training and
performance tuning.

The use of data augmentation strategies, as observed
in articles [39] and [42], highlights the critical role of
optimizing dataset preparation in improving the strength
of CNN models. Methods such as grayscaling and
sharpening were used to preprocess the image, thereby
improving the models’ effectiveness in identifying ripeness
levels. During the research, the inclusion of GNN in
this domain proved to be significant. For example, [40]
implemented Knowledge-Embedded Graph Convolutional
Neural Networks (KEGCNNs) and Graph Convolutional
Neural Networks (GCNNs) to address classification
challenges, indicating a shift towards leveraging graph-based
methods for fruit classification tasks.

The optimization models discussed in these articles
predominantly improved classification accuracy while
minimizing computational costs. For instance, [43] compared
the performance of CNN with feature-based classifiers and
penalized methods, demonstrating the importance of model
selection and optimization strategies in achieving superior
classification outcomes.

D. Results Experiment Convolutional Graph Network

During this research, the objects of focus included
images of Apples, Oranges, Limes, Guavas, Bananas, and
Pomegranates. Each of the six classes of fruit images had
two subclasses, namely good and bad quality. During the
analysis, the fruit image data was obtained from a site called
Kaggle.org. The data provided in the dataset was divided into
fruit type, fruit quality, and combined image data. Fruit type
and quality image data were split into two, namely training
data and testing data. Additionally, training data was utilized
for the model training process. Testing and combined image
data were used for the evaluation process of the model that
was formed.

1) Datasets: This stage prepared the dataset used to
measure the model’s accuracy. In creating the model, the fruit
image was divided into two classes, namely good and rotten
fruit. Each class had six subclasses of fruit image, namely
Apple, Orange, Lime, Guava, Banana, and Pomegranate. The
data collection process resulted in a dataset comprising a total
of 19,526 fruit images. Each image in the dataset had a size
of 256 ×256 pixels, captured from various angles, including
the front, back, top, bottom, and a 180-degree rotation.
Following this discussion, the dataset can be accessed on
the Kaggle.org website.

There was a division of the number of fruit images, which
were divided into two qualities, namely good and bad, in
Table XIII. The number of pictures for each fruit consisted
of ±1000 of both good and bad quality.

After the dataset was collected, the data was divided into
two, namely training data and testing data. The machine used
the training data to train the model, with a ratio of 70%. On
the other hand, the machine used testing data to evaluate the
trained model at a ratio of 30%.

2) Pre-Processing Data: At this stage, the dataset that
was divided was processed to continue to the model creation
stage. This was performed to enable the classified image
to be used properly. During the process, five types of
pre-processing were studied with various values. The list of
pre-processing steps, along with the values studied, is shown
in Table XIV.

3) Model Development: During this stage, training was
conducted on the training dataset that was divided, and
the training results were validated. The training process
was repeated with a total of 10 epochs and the AdamW
optimizer to determine the learning rate value, see [52].
In this research, three types of CNN model architectures
were compared: simple CNN, MobileNetV2, and ResNet50.
The first was a Simple CNN Model architecture, which
was shown in Table XV. Within this architecture, there are
two types of convolutional layers: Conv2D and Conv2D 1.
Each layer was followed by a pooling layer, specifically
MaxPooling2D and MaxPooling2D 1. Additionally, each
layer concluded with three fully connected layers: Flatten,
Dense, and Dense 1, respectively.

The second architecture used was the MobileNetV2 Model
architecture, as shown in Table XVI. In this model, a
pre-trained model was used in the first layer, followed by
two types of fully connected layers.

The third architecture that was used in this research was
the ResNet50 Model architecture, as shown in Table XVII.
In this architecture, there was one type of pre-trained model
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TABLE X: Thematic map matrix based on density and centrality

Centrality
Low High

D
en

si
ty

High

Niche Themes Motor Themes
• CNN, Machine
Learning, SVM

• Ripeness, Yolov7,
Multiplier

• Attention mechanism,
maturity classification,
Banana

• Deep Convolutional
Neural Network, Fruit
Ripeness Classification

Low

Emerging or Declining
Themes

Basic Themes

• Convolutional Neural
Network, Fruit Ripeness
Detection, Yolov8.

• Mask R-CNN,
Strawberry, Convolutional
Neural Network.

• Banana Ripeness, Image
Processing, Yolo.

• Deep Learning
Classification, Computer
Vision.

TABLE XI: Covered ripeness problem topics in Dataset 2.

Article Topics on Fruit Ripeness
[35] Portable Fruit Ripeness Prediction System for Mango,

Peach, and Banana.
[37] Classification of Strawberry Fruit Ripeness and

Quality.
[38] Banana Ripeness Recognition.
[39] Determining Mangrove Fruit Ripeness.
[40] Banana Fruit Ripeness Detection for Quality Grading

in Smart Farming.
[41] Fine-Grained Maturity Classification of Fuji Apples in

Open-World Orchard Environments.
[42] Automated Fruit Ripeness and Quality Assessment: A

Case Study on Oranges, Papaya, and Banana.
[43] Strawberry Ripeness Detection Using Image Data.
[32] Banana Ripeness Classification.
[44] Oil Palm Fresh Fruit Bunch Ripeness Classification On

Mobile Devices.
[45] Automated Classification of Strawberry Ripeness.
[46] Ambon Banana Maturity Classification.
[47] Avocado Ripeness Classification.
[48] Fruit Ripeness Analysis Of Sugar Apples (Annona

Squamosa).
[49] Non-Destructive Maturity Grading of Pineapples.
[50] Estimating The Ripening State of Fuji Apples.
[51] Predicting Banana Fruit Ripeness and Quality.

in the first layer, followed by two types of fully connected
layers. In the data pre-processing phase of GNN, image
formats were converted to a uniform format, specifically
JPG. This was necessary because the dataset contained some
images in PNG format, which had different dimensions
compared to the JPG images. Uniformity in format was
crucial for maintaining consistency in the input image
dimensions.

The next step in the data pre-processing phase involved
resizing the image to achieve uniform dimensions, followed
by image augmentation on the training dataset to increase
its variability, and concluding with the conversion of the
image to a tensor data type. The parameters used in the data
pre-processing stage were based on some of the parameters
used by the VisionGNN model developed by [53].

Table XVIII shows the detailed parameter values for each
data pre-processing step used. During this stage, the model

was trained using data that had undergone pre-processing.
The model was trained on the yoga pose image dataset
located in the training folder. This stage was crucial for
the model to learn the features necessary for the accurate
classification of yoga poses.

Table XIX showed the training parameters used during the
research. In addition, AdamW optimizer (see [52]) was used
with an initial learning rate of 0.002. A cosine annealing
schedule was implemented for the learning rate scheduler.
The loss function used was cross entropy with a label
smoothing value of 0.1. Following the discussion, the model
was trained for 50 epochs during the process. The loss value
and accuracy were tracked for each epoch to monitor the
training process.

4) Preprocessing: During this research, several
combinations of pre-processing methods were applied
to the training data and test data. Several methods were
combined, including color change and brightness level

IAENG International Journal of Computer Science

Volume 52, Issue 11, November 2025, Pages 4558-4571

 
______________________________________________________________________________________ 



TABLE XII: Used optimization methods in Dataset 2.

Article Method in Fruit Ripeness
[35] Gas ChromatographyMass Spectrometry (GC-MS); Colorimetric Sensing Combinatorics;

Deep Convolutional Neural Networks (DCNN); Densely Connected Convolutional Network
(DenseNet).

[37] Fundamental Data Augmentation (FDA); Learning-to-Augment Strategy (LAS); Bayesian
Optimization Algorithm; GoogleNet; ResNet18; ShuffleNet.

[38] ResNet 34; ResNet 101; VGG 16; VGG 19.
[39] Grayscaling; Adaptive Threshold; Sharpening; Smoothing.
[40] Knowledge Embedded-Graph Convolutional Neural Networks (KEGCNNs); Graph

Convolution Neural Networks (GCNNs).
[41] CNN-based fine-grained lightweight architecture; attention mechanism; lightweight structure.
[42] Image resizer; Stochastic gradient descent (SGD) algorithm; Convolutional neural network

(CNN); Nearest neighbor interpolation algorithm; Visual geometry group with 16 layers
(VGG).

[43] Convolutional Neural Networks; Feature-based Classifiers; Penalized Multinomial Regression;
Penalized Discriminant Analysis.

[32] Convolutional Neural Network; MobileNet V2; NASNetMobile; Computer Vision; Machine
Learning.

[44] Oil lightweight Convolutional Neural Network (CNN); ImageNet transfer learning; 9-angle
crop data augmentation; post-training quantization; Float16 quantization; TensorFlow Lite
implementation.

[45] Convolutional neural network (CNN); feature extraction; surface color analysis; size and shape
analysis.

[46] Convolutional Neural Network (CNN); Image enhancement features; Image processing using
MATLAB R2022a software.

[47] Multi-Channel Hybrid Deep Neural Networks (MCHDNN); Visual Geometry Group
16 (VGG16); EfficientNetB0 architectures; early fusion-based feature concatenation;
Convolutional Neural Network (CNN).

[48] Proposed deep learning model (ECD-DeepLabv3+); lightweight backbone (MobileNetV2);
efficient channel attention (ECA) module; Dense ASPP module; coordinate attention (CA)
module; validation using a self-made dataset of harvested optical images.

[49] Non-destructive approach for pineapple maturity grading; object segmentation framework;
multi-object sampling technique in augmentation process; model training with small dataset;
robustness evaluation of Mask R-CNN compared to other models; analysis of mean
average precision (mAP) and detection ratio; optimal threshold selection for performance
enhancement; and detailed experimental results analysis for future insights.

[50] Convolutional neural network (CNN) model; hyperspectral information in the visible and
near-infrared (Vis/NIR) regions was analyzed; the classification performance of the CNN was
compared with three alternative methods: artificial neural networks (ANN), support vector
machines (SVM), and k-nearest neighbors (KNN).

[51] Image collection; Dataset creation; Image augmentation; Convolutional neural networks
(CNN); AlexNet technique; Model training and evaluation; Accuracy measurement.

TABLE XIII: Distribution of the number of fruit images of
each quality.

Fruit Names Good Quality Bad Quality
Apple 1,149 1,141
Banana 1,113 1,087
Guava 1,152 1,129
Lime 1,094 1,085
Orange 1,216 1,159
Pomegranate 5,940 1,187

adjustment methods in the image. The results of testing the
combination of these pre-processing methods were evaluated
from the outcomes of model training.

Based on the experimental results of each pre-processing
method implemented, the findings showed that the most
effective pre-processing process was a combination of

TABLE XIV: Pre-processing List

Preprocessing Value
Color RGB, Grayscale, YIQ, YUV, and HSV
Central Crop 50% - 70%
Brightness 90% - 120%
Contrast 70% - 90%
Gamma Light 110% - 140%
Hue 20% - 50%
Saturation 60% - 80%

red-green-blue (RGB) coloring methods, with a central crop
of 70%, a brightness level of 110%, and a Gamma light of
110%.

1) Simple CNN. The first architecture used in this
research was a simple CNN architecture. This model
was constructed using seven layers, and the number of
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TABLE XV: Simple CNN model architecture

Layer Type Output Shape Param
Conv2D Conv2D 240×240× 32 896
MaxPooling2D MaxPooling2D 120×120× 32 0
Conv2D 1 Conv2D 120×120× 64 18,496
MaxPooling2D 1 MaxPooling2D 60×60× 64 0
Flatten Flatten 230,400 0
Dense Dense 128 29,491,328
Dense 1 Dense 12 1,548

TABLE XVI: MOBILENETV2 model architecture

Layer Type Output Shape Param
MobileNetV2 Functional 1,280 2,257,984
Dense Dense 128 1,633,968
Dense 1 Dense 12 1,548

TABLE XVII: RESNET50 model architecture

Layer Type Output Shape Param
ResNet50 Functional 2,048 23,587,712

Dense Dense 128 262,272
Dense 1 Dense 12 1,548

TABLE XVIII: Data Preprocessing Parameter

Stage Details
Image Resize Image Resize 224× 224
Image Augmentation Random Erasing 0.25

Random Augment TRUE
Normalize Mean = 0.485,
0.456, 0.406
Std = 0.229, 0.224, 0.225

Data Loader Batch Size 128

TABLE XIX: Training Parameters

Parameter Method
Optimizer AdamW
Loss Function Cross Entropy
Learning Rate Scheduler Cosine Annealing Schedule

parameters utilized in this model totaled 29,512,268.
The architecture of the model used during the analysis
is shown in Table XX.

TABLE XX: Simple CNN Architecture

Layer Type Output Shape Param
Conv2D Conv2D 240×240× 32 896
MaxPooling2D MaxPooling2D 120×120× 32 0
Conv2D 1 Conv2D 120×120× 64 18,496
MaxPooling2D 1 MaxPooling2D 60×60× 64 0
Flatten Flatten 230,400 0
Dense Dense 128 29,491,328
Dense 1 Dense 12 1,548

The first to fourth layers were convolutional layers
that performed feature extraction from the fruit image.
The remaining layers were fully connected layers
that formed the input from the image into smaller

dimensions.
2) MobileNetV2

The second model used in this research was the
MobileNetV2 architecture. This model was constructed
using three layers, and the number of parameters
employed in this model totaled 2,423,500. The
architecture of the model used during the research is
shown in Table XXI.

TABLE XXI: MobileNetV2 Architecture

Layer Type Output Shape Param
MobileNetV2 Functional 1,280 2,257,984
Dense Dense 128 1,633,968
Dense 1 Dense 12 1,548
Total Param 2,423,500

The first layer used in this research process was a
pre-trained model. The weight value of the model was
obtained from the training results using the ImageNet
dataset. The remaining layers were fully connected
layers that transformed the image’s input into smaller
dimensions.

3) ResNet50
The first model used in this research was the ResNet50
architecture. This model was constructed using three
layers, and the number of parameters employed in
this model totaled 23,851,532. The architecture of the
model used during the process is shown in Table
XXII. The first layer used in this research was a
pre-trained model. The weight value of the model was
obtained from the training results using the ImageNet
dataset. Additionally, the remaining layers were fully
connected layers that formed input from the image into
smaller dimensions.

TABLE XXII: ResNet50 Architecture

Layer Type Output Shape Param
ResNet50 Functional 2,048 23,587,712

Dense Dense 128 262,272
Dense 1 Dense 12 1,548

Total Param 23,851,532

TABLE XXIII: Model Evaluation Results of CNN

Metric Value
Accuracy 83.3%
Precision 84.5%
Recall 82.5%
F1 Score 86.0%

5) Model Evaluation: In each model experiment, training
was performed using the following hyperparameters: epoch
= 10, batch size = 64, and learning rate = 0.001. Four
metrics were considered in the model evaluation: accuracy,
loss, precision, recall, and F1-score.

Based on the model experiments and pre-processing results
obtained, the architecture suitable for use as a fruit quality
classification model was MobileNetV2, with RGB coloring
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Fig. 5: The Epoch comparison of train loss and validation loss.

and the following pre-processing method: central crop =
70%, brightness level = 110%, and Gamma light = 110%.

After completing the model training, a re-evaluation
was conducted using the confusion matrix calculation. The
evaluation results of this CNN model during the analysis
were shown in Table XXIII. Table XXIV presents the
evaluation of training and validation accuracy obtained from
the GNN during the study.

TABLE XXIV: Accuracy Evaluation of GNN

Epoch Training Validation Training
Loss Loss Accuracy

1 1.55173 2.83615 57.71%
2 1.17799 2.10985 74.38%
3 0.98279 2.54217 82.86%
4 0.87171 2.50164 87.18%
5 0.79334 2.17712 91.03%
6 0.74553 2.05302 92.88%
7 0.71892 1.85694 93.96%
8 0.69024 2.02051 94.86%
9 0.66822 1.74496 95.83%

10 0.65195 1.91865 96.45%
11 0.62902 1.79907 96.98%
12 0.61915 1.80348 97.36%
13 0.60694 1.78018 97.98%
14 0.59263 1.83876 98.48%
15 0.59001 1.84557 98.45%
16 0.58240 1.85824 98.69%
17 0.58049 1.80990 98.72%
18 0.57538 1.82779 98.98%
19 0.57562 1.83560 98.88%
20 0.57772 1.83891 98.82%

Training refers to the process of adjusting the parameters
of a neural network to minimize the cost function.
Additionally, validation refers to the process of measuring
the accuracy of a model on a subset of data. Accuracy

was a measure of how well a model predicted the correct
output based on the input. The epoch comparison of train
loss, validation loss, and train accuracy is shown in Figure
5. There was a notable difference between the training loss
and the validation loss. Training demonstrated that the model
was learning, while validation showed that it was able to
generalize well to new data. It can be observed that the error
loss decreased steadily over time, while accuracy increased.
This showed that the model was still learning from the
training data and had not been over-fitted. When the loss
reaches saturation, it indicates that the model has reached its
maximum capacity to learn from the training data.

V. CONCLUSIONS

In conclusion, this research successfully explored the
classification of fruit ripeness levels using a convolutional
neural network (CNN) and a graph neural network (GNN)
method. The study includes a systematic literature review
and a bibliometric analysis. Based on a bibliometric data
search, articles were collected from several databases,
including Dimensions, Google Scholar, Scopus, and Science
Direct. Subsequently, the selection was conducted using
the PRISMA framework, resulting in 48 articles for
bibliometric analysis in Dataset 1 and 17 articles used in
the state-of-the-art analysis, as presented in Dataset 2.

The results showed that research concerning the use of
Classification of Fruit Ripeness Levels Using Convolutional
Neural Network (CNN) and Graph Neural Network (GNN)
Methods was still relatively underexplored, indicating
potential for further development. This observation was
substantiated by a bibliometric analysis, which revealed the
absence of keywords related to GNN. Several methods will
be employed for exploration, including the use of the GNN
library and framework, and testing it with popular graph
datasets. Relating to the conclusion, comparing the models
formed through performance evaluation. The next plan
associated with this topic was the research and development
of data sets, as well as the classification of local Indonesian
fruits.
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For the experiment presented, the results showed that error
loss decreased steadily over time, while accuracy increased.
This indicated that the model was still learning from the
training data and had not been over-fitted. When the loss
reaches saturation, it suggests that the model has reached its
maximum capacity to learn from the training data.
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